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When the Ebola outbreak hit West Africa in late 2013, the world was caught unprepared. The consequence: over 30,000 Ebola cases, including approximately 11,000 dead, and billions of dollars lost across the global system.

In response to the outbreak, USAID joined with communities, governments, and organizations to help affected countries control and, ultimately, contain the disease. As part of celebrating this hard won achievement, the international community must reflect, learn, and act based on this experience to help ensure such a tragedy is not repeated.

This report is a contribution to that end. It focuses on one aspect of the multi-faceted response: the role of data and digital technologies. Grounded in over 130 interviews and peer review, the report surfaces a breadth of experiences and perspectives, and concludes with practical recommendations that health, humanitarian, and development actors should take to be better prepared for the next crisis.

Information was critical to the fight against Ebola. Both for responders, who needed detailed and timely data about the disease’s spread, and for communities, who needed access to trusted and truthful information with which they could protect themselves and their loved ones. Yet, as we now know all too clearly, the technical, institutional, and human systems required to rapidly gather, transmit, analyze, use, and share Ebola-related data frequently were not sophisticated or robust enough to support the response in a timely manner.

We must strengthen these systems. This is essential both to keep pace with diseases that spread with the ferocity and velocity of Ebola, and to be more resilient in the face of future threats.

Although the focus of this report is the need for strengthened capacity, systems, and use of data, we recognize that this alone is not sufficient. Our hope is that these recommendations are incorporated alongside new knowledge of effective public health interventions, preparedness, and priorities for health system strengthening. Ultimately, our willingness to engage these challenges—on a daily basis and within public health systems—will be the best predictor of our success in stopping similar events.

Let us learn from and act upon these lessons to do justice both to those directly affected by Ebola, and to the efforts that ultimately brought to heel one of the most significant health and humanitarian crises of the early 21st century.

ANN MEI CHANG,
Chief Innovation Officer and Executive Director, U.S. Global Development Lab, USAID

JEREMY KONYNDYK,
Director, Office for U.S. Foreign Disaster Assistance, USAID

ARIEL PABLOS-MENDEZ,
former Assistant Administrator, Global Health Bureau, USAID
In December 2013, a little-known viral hemorrhagic fever in West Africa was detected in a forest region of Guinea. It was soon confirmed to be Ebola Virus Disease, an illness previously seen primarily in Central Africa. Within months, Ebola would become a global outbreak. To contain the disease, national and international actors needed access to timely, accurate, and precise data. Yet as the disease spread across Guinea and into the neighboring countries of Liberia and Sierra Leone, critical outbreak data often were missing, unclear, or contradictory. Unexplained peaks and valleys in Ebola case counts, for example, and dramatically differing forecasts of the disease’s potential spread complicated the relief effort and raised important questions about why it was so difficult to track the disease.

This report details key findings from research focused on the collection, management, analysis, and use of paper-based and digital data and information comprising the Ebola outbreak response. It reveals common sources of the confusing data picture, particularly in the early days of the response, and examines the use of digital technologies to support data and information flows, considering both common barriers and insights from what worked. Building upon a qualitative research approach, including interviews with over 130 individuals engaged in the response, including representatives from NGOs, UN agencies, donor and national governments, and the technology and private sector between November 2014 and February 2016, the research addresses the following questions:

- **What contributed to the “fog of information” that characterized much of the early stages of the Ebola outbreak response?**

- **What can be learned from the use of data, information, and digital technologies during the Ebola outbreak response? How and where were they used effectively?**

- **What should be done to improve the use of data, information, and digital technologies in emergency contexts, to support long-term recovery, and to build resilience against future shocks?**

Recalling the context in which the outbreak flourished and revisiting predictions of Ebola’s spread sets the scene for analyzing the Ebola outbreak and response: three countries with porous borders, interconnected populations, and fragile health systems and infrastructure following years of civil conflict and war. In this context, Ebola quickly spread out of control, catching national and international actors unprepared, with regard both to the rapid rise in prominence of a rarely encountered viral hemorrhagic fever, and to the degree of coordination of actors, systems, and data that a hybrid public health and humanitarian emergency of this scale would entail.

A number of critical factors contributed to an unclear and asynchronous picture of the disease’s spread—the “fog of information” that characterized the effective collection and use of data in the early days. These included: weak infrastructure, such as gaps in reliable electricity and/or digital connectivity; an absence of baseline data, including commonly-used unique citizen identifiers and comprehensive and accessible geographic maps; and the predominance of non-machine-readable data, including the collection of many....
kinds of disease outbreak and response data on paper, and the publication of summary reports in non-machine-readable format, slowing and narrowing the use of these data. Coordination challenges surfaced in responding to a hybrid health and humanitarian emergency, the impact of non-aligned data standards, and a lack of interoperability between the numerous data systems used to manage data prior to and during the response also contributed to the unclear and asynchronous data picture. Finally, the outbreak underscored the importance of the cultural context and trusted affinity groups in delivering behavior change and other messaging, regardless of delivery channels.

Data about Ebola cases were structured, collected, and used in many complex forms, and frequently involved the time-consuming task of being transferred from paper to digital format. An array of data sets supported the response, including Ebola case data. Their definition, use, and management informed the Ebola response. Case data about individual patients, as well as caseload data composed of aggregated individual case data, were central to understanding the disease's trajectory and to formulating corresponding aspects of the operational response. Tensions arose regarding the collection and use of data, such as by health professionals treating patients on the one hand, and humanitarian responders tracking and responding to the effects the disease's spread on the other. Case data, once digitized, were more easily managed and used; however, the proliferation of data platforms negatively impacted on the response.

Nine case studies demonstrate the flow of Ebola response data and information via digital channels and the contributions and challenges of their use. Although digitized data and information flows did not constitute the norm, they did contribute meaningfully to the Ebola outbreak response in specific instances. When used effectively, they introduced both quantitative and qualitative differences in data and information flows. The case studies illustrate the differences the integration of digital technologies enabled, such as increasing the diversity of information flows (e.g., "up" for data collection, as well as horizontally among peer groups, and back "down" through feedback loops) among a greater plurality of actors (e.g., frontline health workers, citizens, governments, and "remote" responders).
The **value proposition** for integrating digital technologies lies in enabling richer, more diverse, and more rapid data and information exchange, the benefits of which can accrue to health and humanitarian programs, particularly in crises. These include:

- increased accountability, **insights**, and **incentives**
- an ability to create **feedback loops** through the sharing of contextualized data and information back to the point of origin
- the ability to implement continuous learning and **adaptive programming**, in which activities are modified and, ideally, regularly adapted on the basis of real-time or near real-time data and information and
- the ability to make **better-informed decisions** at all levels

The use of digital technologies will not, as this research demonstrates, automatically confer these benefits. Indeed, the report finds that the barriers that impede the effective flow of data and information in paper-based environments must also be considered in the integration and use of digital technologies for data and information exchange, and for use in decision-making.

While many of the recommendations in the report require significant investments in human capacity and institutional policies and procedures to reap the benefits of data and digital technologies, certain "**quick wins**" (see Table 4) can be rapidly deployed in the next emergency to support responders and affected communities. These include adopting machine-readable forms, deploying pre-negotiated short codes, ensuring online- and offline-sync capacity for digital technologies, instituting GIS-enabled systems, and providing wifi and satellite-based mobile and broadband connectivity to health facilities and other key institutions.

To unlock the full value of digital technologies, increased attention to and investments in the human, institutional, and policy and regulatory enabling ecosystems are required. Specific **recommendations** include:

- **Invest in physical infrastructure that extends digital connectivity** in order to increase resilience in the context of health, humanitarian, and other crises.

- **Conduct baseline, country-wide ICT assessments** to gauge the reach, quality, and citizen access to mobile and broadband connectivity, and publish findings on shared repositories using machine-readable formats. This allows the prioritization of investments to extend the physical infrastructure that enables digital connectivity.

- **In an emergency, develop and implement emergency protocols for rapid updates to baseline country-wide ICT assessments** that gauge the reach, quality, and citizen access to mobile and broadband connectivity, and catalogue the effects of an emergency on baseline connectivity infrastructure and access. Doing so enables an understanding of the extent to which mobile and broadband technologies can support the response by rapidly identifying critical connectivity gaps.

**While many of the recommendations require significant investments in human capacity and institutional policies and procedures to reap the benefits of data and digital technologies, certain "quick wins" can be rapidly deployed in the next emergency to support responders and affected communities.**
- Build staff capacity and data literacy as well as institutional capacity to leverage digital systems and real-time data in support of operations, programs, and decision-making. Effectively using data and digital technologies require more, not fewer, staff to coordinate and manage collection of information across multiple partners, to support use and adaptation of digital platforms, and — most importantly — to analyze data in order to inform decision-making.

- Negotiate preparedness protocols with key actors (governments, mobile network operators (MNOs), and regulatory bodies) to increase telecommunications network access in emergency situations. This will facilitate rapid collaboration with key actors and support the deployment of ICTs during an emergency response.

- Support the development of digital health strategies connected to interoperable emergency preparedness protocols. Where appropriate, linking emergency health data systems with national routine health data systems, such as disease surveillance, will make standing up emergency systems during a crisis easier and faster, and help to improve data quality.

- Advance the ethical and responsible use of data and digital technology. Good data practices include establishing protocols that protect individuals’ privacy and security, including for vulnerable populations.

- Agree upon and support the broad uptake of common data standards to enable effective sharing of data across sectors, systems, and silos.

- Build processes that work toward openness and interoperability. Reduce fragmentation and duplication related to data and ICT to maximize investments and to ensure maximum value of data.

- Encourage coordinated and sustained investments in interoperable data and data systems or platforms. Minimize duplication of efforts and funding and co-invest to achieve scale.

- Consider the use environment, including the digital infrastructure, sociocultural, and psychosocial context in designing and deploying digital technologies. Ensure digital technologies are used in a manner that is relevant, appropriate, ethical, and efficient.

- Insert feedback loops in the full lifecycle of project conceptualization, from design and delivery to monitoring and evaluation. Increase the effectiveness of programming and improve humanitarian and development outcomes.

- Design programs to incorporate digitized data and information flows. Enable faster feedback and iteration, and expand the nodes of connection in order to increase the effectiveness of programming.

Implementing these recommendations will not be easy or quick. Taken together, however, they will help strengthen the effective use of data and information to support health and humanitarian programming—whether in emergencies such as Ebola, in recovery, or to promote long-term resilience.
INTRODUCTION

In December 2013, a little-known viral hemorrhagic fever was detected in the forest region of Guinea, triggering what would soon become a global outbreak. The Ebola Virus Disease (Ebola), a zoonotic disease, had jumped from animals to humans dozens of times since it was first detected in 1976. Most of what is known about the epidemiology of Ebola is derived from studies of outbreaks in Kikwit, Democratic Republic of Congo and Gulu, Uganda. Yet unlike all prior outbreaks, this one would reach into densely populated capital cities where it would mushroom into "large and explosive outbreaks," and go on to become a large-scale epidemic.

Ebola cases first moved from rural Guinea into the capital city, Conakry, and subsequently appeared in the capital cities of Monrovia, Liberia, and Freetown, Sierra Leone. Although the vast majority of cases originated in urban areas, rural areas were hit hard as well. This was particularly the case in the tri-border nexus of Guinea, Liberia, and Sierra Leone, where people frequently crossed borders because of trade and family connections. These countries were hit hardest due in part to weak health systems and physical infrastructure that remained undeveloped after years of war and civil conflict. Nor were other countries immune, and the disease spread to Nigeria, Senegal, Mali and beyond.
The government of Guinea, where the first case had emerged deep in a forested region, officially announced its outbreak in March 2014. As the outbreak escalated, in August 2014 the World Health Organization (WHO) declared the Ebola outbreak a “Public Health Emergency of International Concern” (PHEIC). Despite the declaration, the international response failed to keep pace with the disease’s spread, due to multiple factors including: weak health systems, limited human resources for health, the presence of unknown chains of transmission, community resistance, unsafe burials, porous borders, and a mutation of the virus that caused increased infectivity and contributed to increased mortality in Liberia and Sierra Leone. In September 2014, Joanne Liu, the International President of Médecins Sans Frontières (MSF), called the response “lethally inadequate,” and urged the massive deployment of military and civilian teams. Two weeks later, the United Nations established its first-ever emergency health mission, the UN Mission for Ebola Emergency Response (UNMEER).

The fatal consequences of the relative unpreparedness of both national and international actors to respond to an outbreak of this ferocity and scale were quickly revealed. In early fall 2014, the number of people infected with Ebola continued to climb, doubling approximately every three weeks (see Figures 1–4). At the height of the crisis in Liberia in late September 2014, approximately 500 people were infected with Ebola in one week, with hundreds more exposed. By the end of April 2016, the toll of the outbreak reached 30,057 Ebola cases and 10,990 deaths (see Table 1).
### TABLE 1: The Toll of Ebola in Guinea, Liberia, and Sierra Leone (March 1, 2014–April 30, 2016)

<table>
<thead>
<tr>
<th></th>
<th>Cumulative cases—probable, suspected, and confirmed+</th>
<th>Cumulative case—confirmed only</th>
<th>Cumulative deaths—probable, suspected, and confirmed+</th>
<th>Cumulative deaths—confirmed only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guinea</td>
<td>3,814</td>
<td>3,358</td>
<td>2,544</td>
<td>2,088</td>
</tr>
<tr>
<td>Liberia</td>
<td>11,849</td>
<td>3,162</td>
<td>4,856</td>
<td>1,241*</td>
</tr>
<tr>
<td>Sierra Leone</td>
<td>14,394</td>
<td>8,706</td>
<td>3,590</td>
<td>3,956</td>
</tr>
<tr>
<td>Total</td>
<td>30,057***</td>
<td>15,226</td>
<td>10,990***</td>
<td>7,285</td>
</tr>
</tbody>
</table>

Source: CDC, based upon figures from the WHO together with the governments of Guinea (Ministère de la Santé Publique), Liberia (Ministry of Health, [http://www.mohsw.gov.lr](http://www.mohsw.gov.lr)), and Sierra Leone (Ministry of Health and Sanitation, [http://health.gov.sl/?page_id=583](http://health.gov.sl/?page_id=583)). Note that these data represent corrected figures based upon reclassification, retrospective investigation, and availability of laboratory results and differ from earlier published reports, including WHO figures from March 2016 (see also Legend below).

**LEGEND**

+ Includes probable, suspected, and confirmed cases (March 29, 2014–November 1, 2014); probable and confirmed (November 8, 2014–December 13, 2014); and confirmed only (December 20, 2014–April 30, 2016).

* Confirmed deaths as of October 18, 2014. Updated figure not available.

** The latest publicly-available WHO figure for confirmed, probable and suspected EVD cases in acutely-affected countries is 28,610 (March 27, 2016), as reported on the WHO website ([http://apps.who.int/ebola/ebola-situation-reports](http://apps.who.int/ebola/ebola-situation-reports)). This includes 3,811 cases in Guinea, 10,675 in Liberia, and 14,124 in Sierra Leone.

*** The latest publicly-available WHO figure for confirmed, probable and suspected EVD-related deaths in acutely-affected countries is 11,323 (March 27, 2016), as reported on the WHO website ([http://apps.who.int/ebola/ebola-situation-reports](http://apps.who.int/ebola/ebola-situation-reports)). This includes 2,543 deaths in Guinea, 4,809 in Liberia, and 3,956 in Sierra Leone.
FIGURE 1: Timeline of Key Events, New Cases, and Cumulative Ebola Cases and Deaths (West Africa)

Airline passenger from Liberia introduces the virus into Lagos, Nigeria (7/19/2014)
First case of Ebola confirmed in Guinea (3/22/2014)
WHO declares PHEIC for Ebola (8/8/2014)
UN General Assembly and Security Council approves resolution creating UNMEER (9/1/2014)
Global Ebola Response Coalition established (9/1/2014)
UNMEER, the first-ever UN emergency health mission, closes (7/31/2015)
Nigeria declared free of Ebola (10/20/2014)
WHO terminates PHEIC for Ebola outbreak in West Africa (3/29/2016)

Source for case data information in Figures 1-4 is the CDC, based upon figures from the WHO together with the governments of Guinea, Liberia, and Sierra Leone, as described in Table 1.
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THE PERILS OF FORECASTING THE SPREAD OF THE EBOLA EPIDEMIC

As international responders scrambled to cope with the Ebola outbreak, researchers worked to model the spread of the disease in order to better understand its potential scale and impact. In a September 2014 forecast, U.S. Centers for Disease Control and Prevention (CDC) researchers estimated that Sierra Leone and Liberia would have approximately 550,000 Ebola cases—and a worst-case scenario of 1.4 million cases when corrected for underreporting of cases—by January 2015. A separate WHO estimate published in a September 2014 *New England Journal of Medicine* article estimated a cumulative total of just over 20,000 confirmed and probable cases in Guinea, Liberia, and Sierra Leone by early November 2014. The dire estimates were published around the time the UN Security Council and General Assembly discussed the Ebola outbreak, and ultimately triggered the rapid scaling of the Ebola outbreak response in the fall of 2014.

What accounts for these diverging estimates? To understand this variance, it is crucial to understand the assumptions built into the models, which can lead to either small or large differences in model estimates.

The Impact of Modeling Assumptions on Outbreak Forecasts

In the early fall 2014, those modeling the outbreak did not know whether the disease would spread in a linear or exponential fashion, or when the peak would occur. It was clear at the time that reaching zero Ebola cases in West Africa would take months. In September 2014, cases were doubling in Guinea every 15.7 days, in Liberia every 23.6 days, and every 30.2 days in Sierra Leone.

Both the CDC and WHO models assumed the number of Ebola cases would increase exponentially, but other variations in the assumptions informing these two models resulted in divergent estimates. First, an important difference between the CDC and WHO models related to underreporting. The CDC forecast included a correction factor for underreporting of Ebola cases, whereas the WHO model did not. Based on an analysis from late August 2014, the CDC estimated this factor to be approximately 2.5. In other words, the CDC estimated the true case count was 2.5 times greater than the reported case count.

A second difference between the CDC and WHO models was the timeframe used for the projection. At the time (August 2014), the CDC model was the only published model to extrapolate (with and without interventions to stop Ebola’s spread) beyond December 2014. Other (non-public) estimates reached a projection similar to the upper CDC estimate of 1.4 million cases, assuming an exponential increase in cases, with the disease downturn occurring six months after the time the projection was released (estimated for February 2015) and an underreporting factor of 2.5. In contrast, the WHO model forecasted only to late November/early December 2014. If the WHO had extrapolated their estimate to approximately February 2015, the estimate of cases would have been about 400,000, without further scaling up of interventions. This is similar to the results of the CDC model.
A third difference related to the impact of interventions to control and eventually stop the epidemic. The CDC model estimated the number of cases that might occur if no interventions were implemented as compared to cases that might occur with additional intervention, such as patient isolation in treatment units or safe burials. The WHO estimates assumed “no change in the control measures for the epidemic.” The CDC model suggested that approximately 70% of Ebola patients must be effectively isolated in either Ebola treatment units or in the community, with safe burials when needed. Behavior change practices also proved essential to the control of the epidemic.

Limited Availability of Case Data for Forecasting

For epidemiologists and researchers in and outside the formal response, gaining access to case data to predict the trajectory of the disease and eventual Ebola caseload presented both data and technical challenges. The most accurate disease models require individual case-level data about the date of exposure, diagnosis, and outcome (i.e., recovery or death) in order to understand disease behavior and transmission. These data were not always accessible, however, and available data frequently contained inconsistencies. Available public data did not include detailed case data for a variety of reasons, including patient privacy concerns, a lack of identifiers required to differentiate between unique Ebola cases, and in some instances, a lack of data sharing agreements. Moreover, the publicly available situation reports containing case data were aggregated, released in intervals, and retroactively corrected to reflect updated information about probable, suspected, or confirmed cases. Finally, reporting delays made the incidence of Ebola difficult to accurately calculate. Together these factors obstructed a clear picture of caseload data—a crucial input in models produced to predict the disease’s trajectory and eventual caseload.

Last but not least, a further aspect of the response that complicated the use of case data for disease forecasting was the publication of aggregated summaries in non-machine-readable PDF documents. As a result, caseload data had to be manually converted to Excel or .csv files to be of use to epidemiologists and others for research purposes. In one case, Caitlin Rivers, then a researcher at Virginia Tech, manually converted into Excel spreadsheets the data published in PDF files as the daily or weekly Situation Reports (Sit Reps). She posted these caseload data to GitHub, a website and tool that open-source software advocates and developers use to create, share, and re-use data and software code. Until these data were publicly available, outside researchers were unable to verify or replicate existing forecasting models, nor were they easily able to create their own models. Such peer review from outside experts may have provided additional verification and analysis to help inform interventions designed to stop the spread of the disease. Despite the perils of forecasting the Ebola epidemic, modeling was an important decision-making tool in planning and implementing interventions designed to stop the spread of Ebola.
ABOUT THIS REPORT

As the Ebola outbreak in West Africa appeared to be spiraling out of control in September 2014, with unexplained peaks and valleys in Ebola case counts and dramatically differing forecasts of the potential spread of Ebola, then-USAID Administrator Rajiv Shah charged a group within USAID with identifying why the data picture was so unclear. The pages that follow detail the many factors that complicated the collection, management, and analysis of paper-based and digital data used in the Ebola outbreak response. These factors clouded a clear picture of caseload data as the outbreak evolved, and continued to stymie efforts to retroactively resolve data discrepancies even after the crisis phase of the response. Indeed, discrepancies in major data sources (e.g., laboratory data; databases used to track patient case data at the facility, local, or national level; national situation reports; and contact tracing lists) are unlikely to ever be fully reconciled.

To effectively contain the Ebola outbreak required multiple and coordinated interventions, including case management, disease surveillance, and contact tracing, as well as community engagement and social mobilization. The timely transfer of information about each of these interventions was critical to effective coordination and communication across sectors and among the range of actors involved in managing the response and ensuring recovery. How did digital technologies help to address this problem? At the height of the outbreak, USAID (and specifically the U.S. Global Development Lab's Center for Digital Development) received requests from partners operating in West Africa seeking to effectively integrate digital technologies into their response efforts. Those requests, and the corresponding interest and need for guidance, prompted this work.

To better understand the root causes of an unclear data picture, and the opportunity of digital technology to strengthen information flows and data-driven decision-making, the report addresses the following questions:

- **What contributed to the “fog of information”** that characterized much of the early stages of the Ebola outbreak response?
- **What can be learned** from the use of data and digital technologies during the Ebola outbreak response? How and where were data and digital technologies effectively used in the outbreak response?
- **What should be done** to strengthen the use of digital data and information flows in emergency contexts, to support long-term recovery, and to build resilience against future shocks like the recent Ebola outbreak in West Africa?

In answering these questions, the report highlights lessons and recommendations particularly for the humanitarian assistance and health-focused members of national and international organizations that respond to crises. These include:

- responding organizations, such as UN agencies and nongovernmental organizations (NGOs)
- donors, both bilateral and multilateral
- local, national, and regional government actors mounting an epidemic response in their countries

Although the authors recognize that a broader swath of actors (such as citizens, frontline workers, and remote responders) played critical roles in the Ebola outbreak response, the report focuses its recommendations—including those based on the engagement of these other actor groups—on major government and international responders.
This report builds upon other reports in recent years that have tracked and advanced the practice and discourse about information management, technology, and communications in both global health and humanitarian assistance, including those that elevate the importance of communicating with affected communities in health crises and emergency response operations. As early as 2005, the *World Disasters Report* focused on information in disasters and called for a more people-centered disaster response. The 2007 *New Technologies in Emergencies and Conflicts* report and the follow-on 2012 report, *Disaster Relief 2.0*, examined how technology was reshaping information flows in emergency responses, and the growing role of the “digital humanitarians” (also referred to as the volunteer and technical community) in emergencies. These and other reports explicitly acknowledge the explosive growth and use of mobile phones and other digital technologies globally, both in development programming and natural disasters. In alignment with the objectives of the UN Sustainable Development Goals, this movement has sought to harness the potential of mobile technology to “end isolation, amplify the voices of the disadvantaged, and ... connect even the poor to information and services that enable them to improve their livelihoods and quality of life.”

In the global health context, a reform movement has emerged in support of strengthened health systems. More recently this has included a stronger focus on the information systems that undergird well-functioning health systems. Yet, as the Ebola outbreak demonstrated, much work remains to be done. The West African Health Organization’s (WAHO) Director-General Dr. Xavier Crespin noted that the Ebola outbreak “exposed the weaknesses of national health systems in general, and health information systems in particular,” and called for strengthened mechanisms to quickly and reliably share information about epidemic-prone diseases at national and regional levels. This effort includes work to harness the potential of mobile and electronic technologies to strengthen a variety of aspects of health systems and health information systems (HIS), from disease surveillance and response to issues related to health information and service delivery. It also encourages connecting citizens, health workers, and governments in real time. When used appropriately, this integration of digital technologies can lead to many benefits, including increased effectiveness of health services, and the expansion of health worker participation in community disease surveillance.

The recommendations and lessons in this report identify both opportunities for and challenges to restructuring information flows in emergencies and how, over the long term, digitized data and information flows could be more dynamic, less hierarchical, and support greater resilience in the face of future disease outbreaks, natural disasters, or other emergencies. These recommendations and lessons buttress calls for reform tied to the May 2016 World Humanitarian Summit that have highlighted the importance of local actors in disasters and emergency response and champion a system that must become more flexible and adaptable. The “Grand Bargain,” which emerged from the Summit, represents a step forward toward these reforms and includes a commitment from donors to provide more flexible funding to local organizations and to publish transparent data about humanitarian funding. Digital technologies can support these aims.
METHODOLOGY

The research adopted a mixed-method, qualitative approach, consisting primarily of semi-structured interviews, case study analysis, and a review of related literature and other lessons-learned reports and initiatives, with particular attention to those touching upon data, information flows, or digital systems. The authors conducted semi-structured interviews with more than 130 individuals between November 2014 and February 2016. Although not a representative sample of responders, interviewees included individuals from:

- national-level actors (including those within national ministries of health and the coordination bodies in the three most-affected countries)
- NGOs, international organizations (e.g., the International Federation of the Red Cross and Red Crescent, WAHO), and the UN system (e.g., UNMEER, the Office for the Coordination of Humanitarian Affairs (OCHA), the UN Children’s Fund (UNICEF), and WHO)
- the digital humanitarians (e.g., Humanitarian OpenStreetMap, Digital Humanitarian Network)
- private sector actors (e.g., GSMA, sQuid)
- various USAID Bureaus involved in the response (Office of U.S. Foreign Disaster Assistance (OFDA), Global Health and Africa Bureaus, the U.S. Global Development Lab, the Ebola Secretariat/Africa Ebola Unit) and other U.S. Government responders (Department of State, Department of Defense, and the CDC)

Most of these interviews took place in person, in Washington, DC and New York; Accra, Ghana; Geneva, Switzerland; and during field visits to Conakry, Guinea, Freetown, Sierra Leone, and Monrovia, Liberia. Other interviews were conducted over the phone or by Skype. A list of those formally interviewed and their organizational affiliations is available in the Appendix. Interview questions focused on documenting examples of and challenges in managing data and information flows during the response, and understanding projects and activities that involved data or digital technologies to support Ebola response efforts. Interviews were coded and analyzed thematically and are referenced throughout the report.

In addition to the perspective and insights gathered through formal interviews, field research, and a literature review, the insights in this report were informed by the authors’ work at USAID. From September 2014 to August 2016, Larissa Fast was an American Association for the Advancement of Science (AAAS) Policy Fellow with the Center for Digital Development and Adele Waugaman is Senior Advisor for Digital Health in the USAID Global Health Bureau. The authors drew upon observations and direct participation in select USAID planning meetings and reporting, as well as access to and participation in a variety of U.S. government interagency and outside events related to the Ebola response.
Limitations

The research is limited in several respects. First, although the report captures a variety of aspects of the response over time, it is not comprehensive in its rendering of the various phases or aspects of the response. The response period covered in this research includes three key phases: (1) the initial declaration of the outbreak in March 2014 to the declaration of a PHEIC in August 2014; (2) the period of rapid transmission and dramatic increases in case numbers (summer to late fall 2014); and (3) the decline of cases beginning in 2015 and ending in 2016. Interviews for this report, which began in late 2014 and continued into early 2016, captured respondent’s perceptions at various points in time, and included their recollections of past events and occurrences. On the one hand, the duration of the research enabled an investigation of issues related to the transition from emergency response to longer term recovery and resilience. On the other, it has presented challenges in terms of the retrospective recollections of events, shifting contexts, and perspectives over time.

Second, USAID aims to foster data-informed and data-driven decisions that are adaptive, transparent, responsible, responsive to, and inclusive of the needs of populations and decision-makers at all levels. This perspective has shaped the report and its findings. The research aimed to capture examples of programming that used data or information with the goal of enabling a more agile and flexible approach. It also sought to learn from examples of the use of digital technologies to try to shorten the timeframe between the collection, sharing, analysis, and subsequent use of data of all types; or to facilitate a more inclusive ecosystem by lowering barriers to regular communications with multiple actors, which in this context includes citizens, frontline health workers, and other key stakeholders who were central to the Ebola outbreak and response.

Given this approach, the study documents the opportunities and challenges of the use of data and digital technologies, rather than analyzing the underlying conditions that either supported or deterred their use in the first place. The report analyzes nine case studies as well as learnings and observations on this topic from more than 130 members of the response community. It does not provide a comprehensive assessment of the degree to which data, information, or digital technologies enabled a more effective response across the three affected countries. The study also does not capture all of the innovative examples of information flows or of the collection and use of data or digital technologies in the Ebola response.[38] The examples presented here capture persistent challenges and opportunities that surfaced repeatedly in interviews, and across the case studies featured in this report. Wherever possible, the authors have verified information and case studies with interviewees.

Finally, the study is primarily interview and participant-observation based. It is not designed to capture a detailed and field-based investigation of digitized data and information flows. Although the study did include field research in West Africa (Freetown, Conakry, and Monrovia), it was not possible to adequately capture perspectives of those outside of the formal response efforts or the perceptions of communities affected by Ebola. This represents a significant gap in the research.

We use the term “formal response” to refer to that implemented by government, international, and NGO actors who organized and implemented the response. We use the term “informal response” to refer to that leveraged by local communities, the volunteer and technical community, and other actors.
LIFTING THE FOG OF INFORMATION

What underlying factors contributed to the unclear data picture that characterized much of the Ebola outbreak response, particularly in the early days? Several interviewees referred to a “fog of information,” describing the lack of timely, accurate, and accessible data, which clouded situational awareness, impeded effective decision-making, and stymied the response. This section summarizes common themes emerging across interviews that illustrate this fog. These themes demonstrate the impact of the physical, socio-cultural, organizational, and historical context of the Ebola outbreak on the response, including for data and information flows, and the use of data and digital systems.

‘NO BLUEPRINT’ FOR THE EBOLA RESPONSE

The WHO declaration in August 2014 of a PHEIC, and the humanitarian emergency sparked by the Ebola outbreak, demanded significant public health and humanitarian responses. The hybrid nature of the crisis as both a health and a humanitarian emergency increased coordination challenges in the response and contributed to confusion among response actors. Although many humanitarian agencies had experience managing infectious disease epemics, such as cholera or measles, or other health crises, such as malaria, few had experience in managing an epidemic of this type and scale, or of managing the required health facilities. The characterization of the Ebola outbreak as a public health emergency meant that the secondary impacts of the crisis on local populations received less attention, particularly in the early months of the epidemic.

As one interviewee put it, “We have blueprints for crisis and conflict, but nobody had a blueprint for a major health crisis.” The complexity of responding to an epidemic in a densely populated urban environment, with increased potential to spread the disease, compounded this issue. The fluidity and rapid pace of the outbreak forced responders to quickly adapt to changing circumstances. One humanitarian responder exclaimed, “Everything happened so fast. We were chasing the disease, [and] had to change quickly to adapt [to] what was happening. It was not like [a] conflict [response].”

Although there was no set playbook for how to proceed in an epidemic of this type, scale, and speed, or of how to manage related secondary effects, some interviewees noted there were existing mechanisms and protocols that could have been better adapted and reused in the Ebola response. On the health side, one veteran of health responses pointed out that the protocols for responding to infectious disease, and polio in particular, were not consistently deployed in this response, despite similarities in how to contain the two diseases. He noted, “In middle of the outbreak, we were reinventing the wheel without taking into account and leveraging what exists. This is nonsense. We have case tracking for polio, with labs and contacts. This exists already. We can plan vaccination campaigns, which involve social mobilization. This knowledge was not used.” On the humanitarian side, many interviewees highlighted the absence of OCHA and the humanitarian cluster coordination system as contributing to confusion surrounding coordination and information sharing, and forcing a reinvention of the wheel when established practices already existed.
CONSEQUENCES OF A SPECIALIZED UN MISSION

Within the UN system disease epidemics or pandemics are within the purview of the WHO, while coordination and information management in humanitarian emergencies fall under the remit of OCHA. To address the hybrid nature of the crisis and the perceived shortcomings of the WHO response in the early phases of the outbreak, the UN General Assembly passed a resolution creating UNMEER as a temporary mission to coordinate the UN’s activities in support of a nationally-led Ebola response. This decision had ripple effects across the entire response.

Many interviewees mentioned the negative impact of the absence of the OCHA-led humanitarian coordination system on the collection and sharing of data, particularly at the beginning of the response. In particular, the normal OCHA humanitarian coordination system identifies a lead agency for each of the major “clusters” of humanitarian response (e.g., health, emergency telecommunications, refugee camp management). With many of the normal coordination channels absent, particularly in early phases, the collection and management of response-wide information suffered.

The governments of Guinea, Liberia, and Sierra Leone maintained a strong role in leading the response through their respective national coordinating bodies. Each country organized its national coordinating body differently in its operations, information management, and coordination structures. In Liberia, for example, the national coordinating body known as the Incident Management System (IMS) was limited in terms of who and how many individuals could participate in coordination meetings. This was necessary both to maintain effective command and control in a chaotic environment and to physically fit everyone into the room. At the peak of the crisis, the government convened daily IMS meetings. IMS participation was limited to two individuals per agency, and included the heads of various working groups and partners that played key roles in the response. Friday meetings were open and designed as a “briefing” meeting. In addition, the WHO hosted open information-sharing meetings on Saturdays, which were open to all agencies.

Without the typical humanitarian coordination systems or a clear pathway to engage with the national coordination bodies, many implementing organizations, both national and international, were excluded from discussions. NGOs and other response actors that were absent from those conversations had a limited view of the changing landscape of the outbreak and response. As a result, gaps and duplication in the response were less apparent and less easily resolved, especially during the chaotic early months of the crisis. For example, several interviewees mentioned that, especially at the beginning of the response, their organizations were the only ones operating in a particular part of the country. One interviewee observed that controlling the dissemination of information in this way allowed governments to maintain control of the response.

The absence of the typical humanitarian coordination system and the unique deployment of UNMEER as a coordinating body resulted in confusion about roles and responsibilities. A report investigating the international aid architecture in the Ebola response found that “UNMEER’s status as a new entity/invention forced it to define itself in the midst of a full-blown emergency..., where major response actors, from donors and governments to [international NGOs], had little knowledge of its purpose, objectives, or how to work with it. As late as March and April 2015, key implementing NGOs had little understanding of UNMEER’s role and functions.” Multiple interviewees shared their frustration with the absence of traditional coordinating mechanisms. One stated: “The [usual humanitarian coordination] systems did exist, but we weren’t allowed to use them.” Another said, “OCHA has structure, it’s predictable, people know what
[OCHA is] going to do. ... You know what to expect and that predictability is critical. To reinvent everything was really difficult.  

Finally, the decision to stand up UNMEER using staff from the UN Department of Peacekeeping Operations (DPKO) influenced how data and information were shared in the response. Multiple interviewees highlighted the diverging data cultures between a humanitarian operation, in which information-sharing is an essential part of the mandate, and a peacekeeping mission, in which information is largely regarded in the context of privacy and security. As one humanitarian official said, “DPKO does record keeping for the mission. They are not focused on public information ... or on making products for public consumption.” In contrast, OCHA regularly and openly distributes information, such as maps of agencies operating in a crisis (known as the “3Ws”: who is where, when, doing what), to support response efforts. Another interviewee expressed a similar sentiment, indicating DPKO’s approach to information management typically focused on “information security and what should be classified. It is internal information management, not external.”
TENSIONS BETWEEN DATA TYPES AND USES

In discussing data use in the response, interviewees pointed out differences between operational data collected at a cluster level that were used to inform the activities of international and national actors, versus the more aggregated data used to influence advocacy and high-level planning efforts. This bifurcation between detailed, local data and aggregated, usually national-level data is characteristic of other emergency responses. In the Ebola outbreak response, however, the characteristics and uses of case data were new in the context of a humanitarian emergency. The data required to understand the nature and transmission of the disease, particularly in the early days of the response, were detailed, cumbersome to health responders given the scale of this outbreak, and oriented toward a post-epidemic analysis as opposed to real-time operational usage. As Jeremy Konyndyk, director of the Office of U.S. Foreign Disaster Assistance, stated: “One of the things we’ve struggled with is getting good operational epidemiological data. When you’re fighting a disease like this it is important to have a real-time picture of where it is growing, failing, and at the national level, where it is spreading and receding. The nature of the disease is that the spread is so particularly localized. Where is key. If you have that, then you have a greater picture of which interventions are working or not paying off. With the lag, it is harder to know what is effective or not.”

The hybrid nature of a combined health and humanitarian emergency surfaced tensions between the types of data collected and used. Those providing care for patients in treatment units needed data about symptoms and treatment regimens for patients. Those coordinating the response needed data about active hotspots and quarantine locations, information about essential supplies, and basic case data to implement the operational response. Those working in and with communities needed accurate information about specific behaviors and other measures needed to stop the spread of Ebola. Yet few data systems were designed to house these various types of data, and the data systems in use often were weak and disorganized. With a few exceptions there were no widely accepted places where response actors could share their data.

According to one health expert, “Multiple disconnected health data systems posed a major challenge to containing the disease. Standalone digital systems were often found to be in place for critical data sets that needed to be interpreted together—such as those for contact tracing, case investigation, and treatment of patients. For example, a reporting system tracking payments for health workers didn’t link up with a separate system tallying their work hours. This blocked payments for nurses and burial experts risking their lives and led many of them to refuse to continue working.”
In addition, within the health domain, interviewees distinguished between the needs and skill sets of field epidemiologists and research epidemiologists. The former focused on investigating individual cases, and the latter on analyzing individual and aggregated data to understand the incidence and transmission of the disease. Despite these distinctions, all data types were interrelated and needed to support an effective response.

Finally, the hybrid nature of the Ebola emergency illustrated the differential impacts based on the type and granularity of data required. Whereas the operational side of most humanitarian responses can be managed using aggregated, often anonymized, data (e.g., estimated numbers of displaced persons in order to provide shelter, food, or non-food items), the Ebola outbreak required specific and detailed data. This included data about the health of individuals believed or confirmed to have contracted the disease, and the locations of those individuals with whom sick persons had come into contact. Aggregated information about groups of patients informed everything from district or national-level caseload data, vaccination programs, and epidemiological research about Ebola, to social mobilization efforts, the location of treatment centers, and food security programming. Yet detailed individual-level data also were critical to the response. In the case of contact tracing, a critical component of containing the outbreak, this comprised detailed data about individuals who had come into contact with an Ebola patient and who needed to be monitored for signs of Ebola for the 21-day incubation period. All these data needed to be managed and effectively used. Information about any one individual patient was linked to treatment, laboratory results, contact tracing, and isolation. Each of these sectors’ responder groups required tailored data with different levels of granularity.
NON-ALIGNED STANDARDS IN THE EBOLA OUTBREAK RESPONSE

In one example concerning the shipment and delivery of commodities, humanitarian logisticians and health facilities in Liberia tracked their requests and shipments using different metrics and standards. Estimates regarding supplies needed to equip medical facilities and health clinics were calculated using patient numbers. By contrast, logisticians tracked shipment of gloves into the country only by carton, with each carton containing various numbers of boxes of gloves, and boxes of varying quantities (e.g., boxes of 100/150/200 gloves). In this case, the aggregation of data that made sense for humanitarian logistics did not correspond to information required to appropriately equip health facilities based on patient levels.25

Mapping the Outbreak

Another distinguishing factor of this hybrid emergency was the need to identify and track specific locations—of patients, health facilities, and supplies. In humanitarian responses to natural disasters or armed conflicts, aid agencies usually dispatch large amounts of food and services to a centralized location, such as a village or refugee or internally displaced persons camp. By contrast, in the Ebola outbreak response the food aid to quarantined households, for example, required the precise targeting of food and supplies to a single household, with hundreds of geographically dispersed distributions across the three most-affected countries. Response organizations in the three countries began collecting or using geographic information at various points in time; as a result geographic information may or may not have been associated with datasets.26

A lack of readily available and detailed maps, particularly for the remote rural and the densely populated urban areas, compounded this need for timely, up-to-date, and specific geolocation data. In some cases, maps with relevant information, such as health facilities, were not readily available to all responders. This resulted in duplication of effort as multiple entities reproduced the same information.27 Initiatives such as the Ebola GeoNode28 and the Humanitarian Data Exchange29 attempted to alleviate this problem by providing open and widely accessible maps and other datasets.

For geographic information, GIS specialists needed shape files and information about the locations of health facilities, village names, and P-codes30 for three separate countries. Respondents in all three countries mentioned that village names are often the same or have similar spellings.31 The use of P-codes made it possible to eliminate data entry errors in cases where villages lacked names, shared names, or had multiple spellings due to local conventions or language. For example, French names for Liberian cities differed from the Liberian version, where Ganta became Gompa and Sanniquellie became Sannicoly. Employing a unique P-code for a village eliminated this problem. One interviewee indicated that the EpilInfo database Viral Hemorrhagic Fever (VHF) module used to track caseload data was customized for Guinea place names and spellings. It was then imported for Liberia, without the same customization. This led to errors in the location information associated with some cases in the VHF module.32
Lack of consistent location-specific identifiers also posed a problem in urban areas. In Monrovia and Freetown, which both saw major outbreaks, houses often lacked distinct street names or addresses. Moreover, street names commonly were spelled different ways, and a single street name could be used in multiple locations. As a result, responders could not rely on street or family names to locate suspected or probable cases and their contacts. The lack of specific and accurate geographic information complicated a variety of aspects of the response, such as dispatching contact tracers, burial teams, and even for notifying loved ones of the location of a deceased family member. One responder explained, “One address might be shared with many families. There was some formal system but on the whole, you could have one number with five to six families sharing the same address.” Even after the emergency phase of the response ended, this continued to hamper efforts to notify family members, particularly in cases where place or family names were incorrect or missing.

**FIGURE 5: Map of USG Response to the Ebola Outbreak in West Africa**

USAID’s Office of U.S. Foreign Disaster Assistance, which led the U.S. response to the Ebola outbreak, created a series of maps to indicate the location of Ebola caseloads, as well as the work of implementing partners. Map credit: USAID’s Office of U.S. Foreign Disaster Assistance.
Inconsistent Use of Unique Identifiers

Inconsistent use of unique identifiers for people also hampered the response within and across the three most-affected countries. Unique identifiers, such as a national identification number or unique code associated with government-provided services, match a specific person with a single identifying code. These identifiers, as well as correct names and addresses, are important in both emergencies and longer-term development—not only for data linkage and research purposes, but also for evaluation, public health programs, health service delivery, policy development and decision-making, and improving and saving lives.

In the countries most affected by the Ebola outbreak, multiple conventions existed to create unique identifiers, which varied depending on the organization and circumstances. For example, in the VHF module, laboratory samples each had a unique “LabID” and each patient a unique “EpiID,” making it possible to associate any given patient with multiple laboratory results. In some cases, however, individuals were assigned LabIDs instead of EpiIDs. In all three countries this created difficulties in efficiently or correctly associating a variety of datasets (e.g., laboratory data, patient care data, contact tracing data, burial data) with individual patients. Moreover, at the height of the response, it was not possible to adequately train all individuals collecting patient data about the importance of correctly using unique identifiers. According to one interviewee, “There were many challenges with implementing and not understanding the purpose of unique IDs. For example, we discovered 100 people who had the same unique ID and realized [one health center] had a form with a unique ID and then they photocopied the form. So you had 100 people with the same unique identifier. We only realized later the need to provide clear guidance on how this should be implemented.”

This challenge was compounded by common naming conventions. Many people in the three most-affected countries share first or surnames. Multiple interviewees cited this as further complicating efforts to correctly associate information with the appropriate individuals. In one instance, an interviewee recounted how a common name and a lack of unique identifiers affected contact tracing efforts. Without unique patient identifiers or place names, one responder asked, “How do you differentiate between 10 Mohammed Diallos?” Another pointed to the inverse problem: in many cases patients presented with symptoms at different clinics, resulting in their inclusion in a database multiple times, each time with a different location. In these cases, an individual patient could appear in a database multiple times, possibly with varying spellings or ages. Verifying and cross-checking master lists for this kind of duplication has presented an enormous challenge, yet are essential for using these data for follow-up interventions as well as research. Though compounded in the context of the weak health systems that characterized the Ebola-affected countries, such processes would be challenging even in countries with stronger health information infrastructure.
Tension Between Urgency of Action and Patient Privacy

The requirement to collect detailed individual data ran headlong into the imperative to act quickly during the height of the response, leading to data collection and use being prioritized over the identification and mitigation of individual privacy and security concerns. One health official noted that the "response was managed by getting lab results and CIFs [case investigation forms] to everyone all at once." In some instances, this resulted in the sharing of information, including personally identifiable information (PII), without safeguards for patient privacy or confidentiality. Many interviewees indicated that responders shared patient information, often including PII, over email accounts or Google documents that were accessible to anyone with the link.

In the Ebola treatment units, personal details were sometimes openly shared out of necessity. For many clinical staff, who are trained to protect patient privacy and dignity, this caused distress. One doctor noted, "We were shouting information over the fence, saying this person has died, this one has diarrhea... This is a violation of patient confidentiality. As a doctor, you really feel this." In other instances, concerns for patient privacy trumped relatives’ access to information about the location of family members who were taken to treatment centers. The inability to discover where relatives were taken or what happened to them also fed rumors and increased people’s fear and distrust of the response.
USING CALL DETAIL RECORDS (CDRs) IN HUMANITARIAN CRISIS

The field of CDR analytics for social good is growing rapidly. With CDRs, it has become possible to “follow” and map the movements and interactions of individuals or groups of individuals—or, rather, of their mobile phone or SIM card—to look for patterns and trends, especially when combined with other datasets. At the height of the Ebola epidemic some organizations called for and started exploring the use of mobile phone CDRs to support outbreak response efforts. Their intent was to access real-time, often aggregated, data about population movements in order to better target response efforts, and to enable predictive modeling of the disease's spread based upon mobility patterns. The analysis of these aggregated data can provide relevant insights for future outbreaks and humanitarian emergencies.

Despite the valuable insights this particular category of “big data” can reveal, concerns about CDR data use remain. These include adequately ensuring individual privacy, even when using anonymized CDRs, establishing the value of CDR data to model and predict the spread of infectious diseases, including Ebola, and developing the appropriate legal and regulatory frameworks for sharing CDR while protecting proprietary data and user privacy.

To date, no coherent and comprehensive set of regulations or guidelines for use of CDR analytics exists. In emergencies, mobile network operators (MNOs) receive multiple and uncoordinated requests for services (e.g., free SMS messages or access to CDR data) and typically respond on a case-by-case basis. Current practice, policies, and legal agreements often are not suited to manage the risks or fully realize the opportunities of using CDR data. Although most agree that CDR analytics must be responsibly used for social good, it is not clear what ethical frameworks should apply, particularly because ethical concerns extend beyond privacy to those of equity and justice.42

For example, concerns over the legal ownership—property rights—of CDR data, the importance of user consent, and risk of liability from civil or human rights suits, even under emergency situations, led the Liberian government to decide against releasing CDR data during the emergency.43 Conscious of the fragile balance between the public value and the privacy risks and concerns of CDR analysis, during the outbreak in Sierra Leone, however, UNICEF, together with UN Global Pulse, worked to negotiate protocols to allow the analysis of aggregated mobility patterns based on CDR data to support the response. They approached the National Ebola Response Committee (NERC), UNMEER, and the Government of Sierra Leone to allow the analysis of mobility aggregations based upon CDR data under certain conditions (e.g., the data remained proprietary and in the control of the mobile network operators (MNOs), and only mobility aggregations were released for analysis in order to protect user privacy). The next issue, however, was setting up both the infrastructure to create mobility aggregations on the MNO’s premises and the proper channels to share these data with the data science teams of UNICEF and Global Pulse. While some MNOs had internal capacity and experience with aggregating CDRs, others relied upon third parties (such as Real Impact Analytics) to analyze their data for commercial purposes.
Deciding which data aggregations provided value to the response and setting up the infrastructure to create, share, and use them took time. According to Manuel Garcia Herranz, Data Scientist for UNICEF who worked on the CDR analysis, “Over four months we worked with partners to identify what aggregations can bring them value, and defined the privacy, sensitivity and governance protocols that make data-sharing possible while protecting individuals’ privacy. It took another 3 months to set up the capacity, technical infrastructure, secure connections, and initial analysis to inform the response. This is a long time, but it’s a big breakthrough. It was the first time we have been able to get real-time CDR aggregations during an epidemic, and we’ve been able to make a good case for why we need to set up capacity in advance of an epidemic.” As this case demonstrates, using CDR data and aggregations present significant capacity issues as well as appropriate policy and legal hurdles that require negotiation and preparation in advance of emergency operations.
A COUNTRY-SPECIFIC AND REGIONAL RESPONSE

Impact of Regional History and Language

A prominent feature of the Ebola response was its country-specific nature juxtaposed against a broader, regional outbreak. One official involved in the response remarked, “Data came just from a country-specific lens. But Ebola is moving across the region—it is not confined to geo-political boundaries. People and the virus didn’t respect this.” The challenges this presented were particularly apparent along border areas, where the monitoring of outbreaks and population movements required coordination both within and across affected countries. The complexity of border surveillance at numerous sites on land, at sea, and by air, with thousands of individual crossings, required significant coordination across multiple actors as well as capacity building, including training and monitoring of those conducting the surveillance activities. Across the three countries, the International Organization for Migration (IOM) adopted a mostly paper-based system of monitoring the location and direction of people’s movements together with basic demographics. This enabled them to identify hotspots, times, and places of particularly high movement across borders. In most instances, the use of paper—even in implementing one of the largest and longest border screening activities—proved sustainable, efficient, and practical, given the challenges of the rainy season or lack of electricity to charge electronic devices. In Sierra Leone, IOM did use solar-power tablets to collect data, which were uploaded into a central database.

In addition to a history of tension in the region, historical and language differences both across and within the three most-affected countries affected data use and collection. One UN official noted that although the outbreak required a regional response, “Operationally you’re talking about different cultures, coordination mechanisms, and situations.” She continued, “…these are three countries with a history of not getting along very well. This history undermined the collaboration that was needed.” In addition, whereas English is spoken in both Sierra Leone and Liberia, French is the dominant western language in Guinea. Within each country, dozens of local languages and dialects are spoken. This, and the mapping challenges cited earlier meant that it was not possible to simply replicate aspects of the response within or between countries without appropriate contextualization. Social mobilization messages had to be translated into multiple languages and interpreted within a country-specific and cultural context. Taken together, these factors increased the complexity of the response.

A Climate of Fear and the Importance of Trust

To stop the spread of a disease like Ebola requires information about the disease and its transmission. Social mobilization and health promotion, therefore, comprised a central pillar of the response. In all three countries, the presence or absence of trust influenced the ability to collect data about individual patients and to affect community behaviors. One government official observed, “There were many [community] leaders who were not convinced. This wasn’t good for the population that didn’t trust us. Up to now there are still people who do not believe in Ebola, who think it’s not true.”
Although trust and trusted networks always play a critical role in data and information flows, the role of trust was accentuated in this context in West Africa, with all three of the most-affected countries recently transitioning from a period of war or civil conflict. This legacy fueled rampant misinformation, rumors, and what became known in Guinea as la réticence—a reluctance, or in some cases opposition, to cooperation with Ebola responders due to the legacy of fear and mistrust of government and foreign actors. One study concluded, “Communities are not uncooperative because they are backward or uneducated. On the contrary, they harbor a distrust of Ebola response efforts that is completely rational, given their experience during recent decades of misrule and political tumult. ... Such complex historical circumstances fuel distrust of formal power structures—and Ebola response efforts. Rumors abound that Ebola has been deliberately propagated as a ploy for entrenched interests to pocket money donated for the response.”

One international responder in Guinea indicated that in some cases patients refused to provide their names when receiving treatment because of la réticence. Another individual working in Sierra Leone noted that the response was “complicated by Ebola being such an instigator of fear—people don’t want to give information or provide the wrong information, such as the location of house because they don’t want their possessions to be burned.” In the reporting of cases it was unclear from the case investigation forms (CIFs) whether an empty data field was accurate or simply missing due to widespread fear and mistrust. According to a UN official, “You had not just reticence but life-threatening reticence.” He immediately followed this comment with, “You don’t know if it is an empty field [in a form] because there is no risk factor or because it wasn’t filled out.”

In addition, to be effective, the response often had to be tailored to specific areas of a country. One interviewee involved in community engagement efforts in Guinea noted, “If you are meeting people in Haute-Guinée [the north part of the country] they listen to the elder. Elders are the source of wisdom and it is the elder who speaks. In Bas-Guinée [the southern part of the country], the person who is important is the person sending money to buy the rice. We need to make sure we adapt strategy in terms of the source of information.”
PROLONGED CRISIS PHASE

‘Building the Plane While Flying It’

Many interviewees discussed the difficulty of having to develop solutions while the emergency was underway. The duration of the response created challenges as well as opportunities for course correction and adaptation. Interviewees pointed to several effects of the outbreak duration on the response. For instance, although the response initially was slow to engage at-risk communities and to consider cultural practices and beliefs, as the response progressed organizations grew in their understanding of the importance of this engagement. This understanding eventually led to the expansion and escalation of health promotion messaging efforts.57

Other organizations, as detailed in the case studies of Real-Time Information Flows, used digital technologies to respond to changing circumstances. This allowed them to increase their understanding of the disease’s progression, and to use real-time or near real-time information to make critical programming adaptations. For example, the Red Cross used updated maps of positive and negative Ebola cases visualized on a dashboard to determine where to focus their burial and social mobilization teams, and digital systems to gather daily reporting about everything from personal protective equipment (PPE) to lunch money.58
Staff Turnover

Interviewees repeatedly highlighted the negative effects of frequent international staff turnover, in terms of the demands this placed on national staff leading the response, the negative implications for trusted relationships, and for continuity of the response overall. One NGO reported seven country directors in the space of several months. For CDC staff, the maximum length of stay without additional training was 29 days for one deployment. One national Ministry of Health (MOH) official quickly tired of the constant staff transitions and insisted that the CDC cycle the same people through the Ministry to provide support. The constant staff turnover resulted in a continual disruption to learning and uptake of data collection and management systems. One responder observed that staff turnover meant that international responders “did not see what resulted [from their actions or decisions] or the chronic or recurring issues that weren’t changing.” He continued, observing that the short-term rotations compromised the ability “to see problems through” or follow up on issues.

LESSONS

Examining the physical, socio-cultural, organizational, and historical context of the Ebola outbreak highlights a series of lessons from the Ebola outbreak response, and for health and humanitarian preparedness and response more generally.

 ► The Ebola outbreak entailed a prolonged yet fast-paced crisis response that enabled innovation and iteration on the one hand, but challenged the response with high turnover of international staff on the other. One interviewee likened the response to “a marathon and not a sprint. It was a long haul and people weren’t ready for it.” With regard to data and information flows, this both enabled adaptation over time, as responders modified their interventions, particularly related to behavior change messaging, and management approach. The prolonged crisis phase also negatively affected continuity of the response due to high frequency of international staff turnover.

 ► The publication of critical outbreak data in non-machine readable format slowed and narrowed the use of these data by actors who could have helped to contextualize the data and provide insight that could inform the response. This included epidemiologists and researchers who needed access to case data for predictive modeling. More timely data leads to better use of data, which leads to higher quality data, as evidenced by the Ebola Geo-Node and HDX examples.

 ► The outbreak magnified the shortcomings of existing health systems, including health information systems. Weaknesses in existing health information systems, a foundational component of public health delivery, made it difficult for governments of affected countries to understand health needs, target health interventions, allocate resources, and otherwise efficiently respond to the Ebola outbreak.

 ► Gaps in access to reliable electricity and/or digital connectivity contributed to significant delays in transmitting time-sensitive data. Temporary, emergency satellite-based communications systems met urgent responder needs but did not address either connectivity needs of the local population or longer term connectivity needs.

 ► Other ecosystem constraints that affected the collection and use of data included a lack of basic infrastructure, such as roads. Seasonal changes affected connectivity and transmission of timely
data as well as the delivery of resources, including non-digital data (such as CIFs and laboratory specimens) to and from rural areas, because the roads were impassible.

- Where digital or physical infrastructure barriers or other constraints made the use of digital technologies impossible, paper-based systems were a reliable alternative—although at the cost of timeliness—particularly when data collection was reduced to the minimum necessary to support operational interventions.

- Information constraints affecting data and information flows included a lack of comprehensive and widely accessible digital maps, and commonly used unique citizen identifiers—elements that are critical to support digitization of data and information as well as health and other service delivery. Non-aligned naming conventions for places and people magnified the effect of the inconsistencies of unique identifiers, while a lack of widely accessible maps of affected areas and non-aligned conventions for place names, for example, stymied efforts to keep electronic records of commodities, health clinics, and traced contacts.

- Addressing privacy concerns for patients and contacts and negotiating agreement about critical datasets, particularly those that include PII in CDR data, take time. These are best addressed as part of preparedness protocols in advance of emergencies.

- The sociocultural context mattered, with delivery of data and information via digital technologies achieving full value only when tailored to take account of variations in local language, customs, cultures, and user context, including literacy and user behavior patterns.

- Effective behavior change and other messaging, whether delivered using digital technologies, word-of-mouth, or other channels proved most effective when delivered through existing affinity networks, by trusted messengers, and when structured to convey empathy. Messages that failed to do so amplified fear and mistrust, leading to unintended consequences, including the hiding of cases, secret burials, and in some extreme cases violence against health and other response workers.

---

**MAKING THE CONNECTION: EMPATHY, TRUST, AND DIGITAL TECHNOLOGIES**

Ebola response behavior change messaging, regardless of the channel through which it was delivered, fared best when it bore empathy in mind. A doctor working with an international NGO in Sierra Leone said, “When we told them ‘don’t touch’ [your loved ones], we failed to humanize something that is quite inhuman. We can’t make the mistake again—of neglecting empathy with those experiencing death in their families, and in their communities.” Where concerns about contagion prevented physical contact, in some cases digital technologies were used to help bridge the divide. In some treatment centers, responders provided mobile phones or tablets to patients in order to be able to connect them with loved ones outside of the treatment units, providing emotional support for patients and demystifying for families what happened inside of treatment units. Trust also played a critical role in the response, with messages being best received when they were delivered by trusted messengers and among existing affinity groups.
This section takes a close look at how case data—their definition, use, and management—influenced the Ebola response. Both case data about individual patients and caseload data, which comprised aggregated individual case data, were central to understanding the disease’s trajectory and to formulating corresponding aspects of the operational response. As one health expert explained, “Infectious disease requires strong operational linkage of interventions. The case investigation team has to provide information to the contact tracers and burial teams, and laboratories are providing results back to everyone. The data on epidemiology has to go to social mobilization folks. This is not technical but operational links are critical for this type of response.”1

Data about individual patients suspected of contracting Ebola were usually collected via a CIF. The data on these forms informed the range of operational activities associated with the response efforts. Information about contacts became the basis for tracing other potential Ebola cases (contact tracing); documentation about presenting symptoms, daily vital signs, and other health data became the basis for both patient treatment and epidemiological research; geographic data about an individual patient’s location were crucial for everything from isolation or quarantine for family members to social mobilization activities and the dispatch of ambulances or burial teams.

The exchange of case data is also broadly reflective of how formal response actors (such as governments, international actors, and large NGOs) exchanged other types of data in mounting and deploying the response. Similarly, the challenges facing the collection of case data mirror those affecting the use of other data sets (e.g., laboratory tests, supply chain and logistics information about medical equipment and other supplies, or survey data about people’s knowledge, attitudes, and practices (KAP) related to Ebola) used in the response.
CASE DATA DEFINITION AND USE

Terminology

Individual patients were characterized as falling into one of three categories: suspected, probable, or confirmed Ebola positive.

- A **suspected** case was any person, alive or dead who had symptoms and known contact with a suspected, probable, or confirmed Ebola case, a dead or sick animal, or any person with unexplained bleeding or any sudden, unexplained death.

- A **probable** case was any suspected case evaluated by a clinician, or any person who died from “suspected” Ebola and had an epidemiological link to a confirmed case but was not tested and did not have laboratory confirmation of the disease.

- A **confirmed** case was any probable or suspected case that was confirmed when a sample from that patient tested positive for Ebola virus in the laboratory.2

Although these terms were standardized across the response, the interpretation of the terms differed across countries and organizations.
THE COMPLICATIONS OF COUNTING AND DEFINING EBOLA CASES

Compiling Ebola Caseload Data

Compiling data for this report about the toll of Ebola proved especially complicated. Readers may note that the numbers in this report differ from those in other sources, and that the report includes several sets of numbers (see Tables 1 and 2). As this section outlines, the Ebola case numbers differed, depending on whether the source included only confirmed cases, or confirmed, probable, and suspected cases (see Table 1, The Toll of Ebola, which contrasts these numbers). Whereas cumulative numbers were more dramatic and illustrated the scale of the response, the weekly case counts provided a picture of the state of the epidemic as it happened.

As laboratory testing facilities became more available and accessible, the accuracy of case counts improved and individual cases moved from classifications as either probable or suspected to confirmed cases or, if the result was negative, to non-cases. This affected the tallies of Ebola cases and deaths, across sources and dates, even though the patterns and trends remained relatively consistent. For these reasons, constructing the cumulative toll of the outbreak will remain a challenge; the numbers will likely never be fully reconciled. As one official suggested, capturing weekly case counts as opposed to the cumulative numbers represented a worthy tradeoff. “We were putting in the hands of responders the best data possible. For the world, getting an accurate picture was not going to happen.” Although an acute issue at the start of the Ebola outbreak, data collection did improve as the outbreak progressed even though many of the data analysis challenges outlined in this report persisted.

Table 2, below, illustrates these changes over time, due to reclassification (e.g., a case moving from probable or suspected to confirmed, due to laboratory test results) and retrospective investigations. It serves as a reminder of the data picture closer to the peak of the Ebola outbreak in West Africa and of the “fog” that characterized the early days of Ebola case data collection.

<table>
<thead>
<tr>
<th>TABLE 2: Comparing Cumulative Ebola Case Data and &quot;Peak Weeks&quot; over Time</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CUMULATIVE EBOLA CASE DATA REPORTING</strong></td>
</tr>
<tr>
<td><strong>DURING THE EPIDEMIC</strong></td>
</tr>
<tr>
<td>WHO/CDC, as of December 10, 2014¹</td>
</tr>
<tr>
<td>Total # of Ebola cases</td>
</tr>
<tr>
<td>Sierra Leone</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>


²Cases from March 29, 2014, through April 2016. U.S. CDC, based upon figures from the WHO together with the governments of Guinea, Liberia, and Sierra Leone. Data as of April 30, 2016, and reported in Table 1 in this report.
Defining Ebola Cases

In addition to the challenges of compiling case data, the case definitions of Ebola changed between and within countries and over the course of the outbreak. All three countries used the WHO case definitions as a starting point. Yet interviewees reported definitions sometimes changed without warning or without ensuring district surveillance officers (DSO) and others were aware of or understood how to interpret the changes. This made case designations difficult. Those making the designations did not always understand the distinctions between the terms used for Ebola case definition (i.e., probable, suspected, confirmed), and not all probable or suspected cases were eventually reclassified as a confirmed case or for negative results, a non-case, even after the end of the outbreak. According to the WHO classification guidelines, all probable and suspected cases should have been confirmed by laboratory tests, ideally within seven days. Yet variables such as the availability of laboratory testing, the accuracy of the test, and when an individual was tested influenced when, whether, and how individual cases would shift between the categories of probable, suspected, and confirmed. At the height of the epidemic, delays in the manual input of data meant that these reclassifications would happen in batches. According to one official, “They would reassess a bunch of probable cases and they would become suspect or confirmed. I’m guessing that was due to a backlog of laboratory cases.” As a result, the aggregated numbers of confirmed cases could shift from week to week, which created confusion with the caseload data counts.

GUINEA

In Guinea, “probable” cases were only assigned when the individual in question was dead, and the cause of death was assumed to be Ebola. A “suspected” case referred to a person who was sick and who met the case definition for Ebola at the time. Only those cases with a positive laboratory test were designated as confirmed cases. Individuals from certain geographic locations (i.e., préfectures with a confirmed Ebola case in the previous 21 days) were designated as suspected cases. Case definitions changed multiple times in Guinea, sometimes without official approval or without notifying all health care providers of the changes. In one instance, a préfecture changed the definition without a change at the national level.

LIBERIA

Liberia’s Ministry of Health established the Ebola case definitions in use during the outbreak, based upon the WHO guidelines. In May 2016, well after the end of the epidemic, the Liberian MOH defined standard case definitions for priority diseases, including Ebola, as part of its Integrated Disease Surveillance and Response (IDSR) guidelines. Health workers conducted ongoing and systematic monitoring of disease in order to improve public health, known as disease surveillance and response. This routine surveillance definition of a suspected Ebola case required fewer symptoms than the more sensitive definition that officials used during the outbreak. This change emerged, in part, from a recognition that integrating Ebola disease surveillance into routine surveillance activities would assist the earlier detection and containment of future Ebola outbreaks.
The initial case definitions for suspected, probable, and confirmed Ebola cases originated with the WHO. In August 2014, the Sierra Leone Ministry of Health, with guidance from the WHO, changed the definitions to those described above. Like Liberia and Guinea, the case definitions were inconsistently applied across health facilities and treatment units, and were not always well understood by those completing the CIF or entering data into the VHF module database, which led to variation in how case data were interpreted and recorded.  

Case Data Use

Health officials at the county, préfecture, or district level used case data to dispatch relevant operational responders, such as contact tracers and burial teams. These data also were aggregated and transmitted, often via email or daily or weekly phone calls, to the national level where they became the basis for aggregated country-level Situation Reports (SitReps). SitReps were the primary vehicle through which national governments, together with WHO and CDC, provided formal reporting about aggregated data on the outbreak and response on daily, weekly, and monthly bases. These SitReps were disseminated and cited in media stories and used to inform high-level national and international discussions about the Ebola outbreak and response efforts (see Figures 6–9).
The publication of case data in aggregated form in PDF SitReps meant that the raw case data, graphics, and charts in these formal, public reporting documents were not easily accessible. The PDFs were neither machine readable nor could the data readily be transformed into other formats. This limited the ease with which other actors could use these data, requiring that data be manually re-entered before they could be re-used for analysis and reporting, or transformed into new charts and graphs. One interviewee succinctly stated, “People will make a PDF SitRep out of a spreadsheet, and that’s the end of the spreadsheet,” a reference to the lost ability to easily access or alter data electronically once they moved into PDF format.

FIGURES 6–9

Screenshots of “Données épidémiologiques” table, from the Rapport de la Situation Épidémiologique for October 1, 2014

Screenshots of “Cases”Table, from Liberia MOH Ebola SitRep (n. 141) for October 3, 2014

Screenshots of Table 2, from Govt of Sierra Leone MOH Ebola Virus Disease SitRep (v 246), January 29, 2015

WHO Table 1: Cases of Ebola virus disease in Guinea, Liberia, and Sierra Leone

Country  | Case definition  | Cases  | Deaths  
---  | ---  | ---  | ---  
Guinea  | Confirmed  | 17  | 562  
| Probable  | 127  | 177  
| Suspected  | 45  | 0  
| All  | 1,199  | 562  
Liberia  | Confirmed  | 211  | 453  
| Probable  | 73  | 77  
| Suspected  | 110  | 158  
| All  | 388  | 562  
Sierra Leone  | Confirmed  | 217  | 535  
| Probable  | 37  | 37  
| Suspected  | 221  | 17  
| All  | 217  | 535  

*In Liberia, three more confirmed deaths have been reported; these were confirmed cases. In addition, the total number of confirmed cases is a relatively small proportion of all cases in Liberia compared with Guinea and Sierra Leone. Laboratory capacity for case confirmation is being increased; there is increased testing for confirmation. In Guinea, 133 cases are confirmed as of 20 October 2014. In Sierra Leone, 35 confirmed cases were reported as of 30 September 2014. These numbers are subject to change due to ongoing epidemiological, retrospective investigation, and validation of laboratory results.

Screenshot of Table 1 from WHO Ebola Response Roadmap Update, October 3, 2014
FORMS AND DATA

Case data, whether in paper or digital format, originated at various collection points. They were recorded by different actors and traveled among response entities in a variety of complex ways. One interviewee in Sierra Leone characterized data flows in this way: “Data flow was nuanced across districts; it varied by district, and between countries. The reason for that was because of the number of different ways that a case form could be completed and lab results generated. You could have an Ebola case be an ill person arriving at hospital or a ... dead body picked up by burial teams.” In the former, responders would complete a CIF whereas a laboratory test would define the latter as an Ebola case, or a non-case. Although the primary flow of case data remained the same across countries (from treatment unit to district/county/préfecture to national level), the flow differed by response actor and the type of data being shared. For example, in Guinea, WHO managed case data, which préfecture officials sent to a central, national-level repository where a limited number of data managers entered data. In Sierra Leone, the CDC managed case data in the EpilInfo VHF module. In Liberia, case data were managed by the Ministry of Health, with support from the CDC and WHO. In each of these cases, however, the data belonged to the respective national ministry of health.

Collecting Case Data—Caseload Investigation Forms (CIFs)

Case data, a primary data source used to inform the response, usually were collected on paper CIFs at the point of identification as probable, suspected, or confirmed Ebola cases. The primary Ebola CIF used in this outbreak was originally developed for and used in previous Ebola outbreaks in Uganda and the Democratic Republic of Congo. The CIF was based on the data tracked in the VHF disease surveillance module for EpilInfo. Case data, however, could be collected multiple times, primarily because routine ministry of health-level surveillance for malaria, cholera, or other infectious diseases occurred separately from the overall response. As a result, case data of various types in all three countries were collected in multiple formats (both paper and digital) in treatment units by those providing care, by those responsible for routine health ministry disease surveillance (supported by WHO), as well as by those investigating Ebola cases or tracing contacts of Ebola cases as part of the overall Ebola outbreak response.

As mentioned above, a number of variables in the response had an impact on whether, how, and the number of times CIF data were collected. For example, where, when, and how a person was identified as a probable, suspected, or confirmed Ebola case affected the amount and type of information collected in CIFs. Interviewees indicated CIFs were not always completed, as in instances in which a patient was too ill to answer questions, and family members were unavailable or unwilling to provide information. At times responders were too overwhelmed with cases to complete CIFs for each patient, as was the case in many Ebola treatment centers at the height of the outbreak. If an individual presented with symptoms at multiple facilities on different dates, one individual might be associated with several CIFs. Finally, deceased patients were tested for Ebola and had lab results, which data managers at the national or county level later associated with a unique patient ID. Their CIF indicated their status as a confirmed Ebola case or as a non-case, and contained varying degrees of completeness depending upon the information case investigators were able to discover about the deceased. These forms were eventually manually transcribed into electronic format and compiled either in Excel spreadsheets or in digital databases.
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Non-standardized Use of Forms

The paper CIF had a corresponding digital format in the EpInfo VHF module that essentially mirrored the paper form. The paper-based format used at the outset of the outbreak and response was 11 pages with eight sections. Sections included patient information, clinical signs and symptoms, hospitalization information, epidemiological risk factors and exposure, case reporter information, patient outcome, and final case classification. In fall 2014, the paper and the corresponding digital version of the form used in the EpInfo VHF module were condensed to a shorter version covering symptoms, dates of onset, travel history, and exposure history, and lab samples. The shortened form facilitated data entry, since data managers had fewer data points to digitize. Even so, the forms were not always completed or accurately completed, for myriad reasons including time, resources, or staff capacity.

In addition, the information collected in the CIFs was not consistently digitized or used across actors. In Sierra Leone, toward the end of the response when widespread transmission had stopped, some districts stopped using the CIFs and would only complete the CIF associated with the process of swabbing deceased individuals or suspected cases. One official explained how this affected both the collection of CIF data and its digitization: “The swabber and DSO would both respond to a death. In reality the swabber was usually there first and then the DSO. ... Some districts have both at the same time, some just a swabber.... Some use both a CIF and a swabbing form. Either way some information is captured, but if there is no CIF then the case doesn’t get to VHF. Any time there is a CIF, the CIF goes to a data manager who enters this into the
VHF." If no one entered the CIF into the VHF, digitization did not occur. In general, both duplication of case entry or non-digitization of CIFs proved problematic for the compilation, analysis, and use of case data to support the response.

**Tension between Levels of Detail of Data Required**

The CIF, which became the basis for the case data collected for the response, was designed by and for epidemiological purposes for those seeking to capture the precise and detailed patient-level data required to understand the incidence, transmission, and clinical presentation of Ebola. In the early days, however, it was impossible to capture this level of detail for the number of patients in the Ebola treatment units where medical staff worked under incredible time pressure and in difficult environments. One medical doctor providing care at an Ebola treatment center in Sierra Leone said, "Information collected on paper forms was built for research purposes, not for patient care. We were given case information forms with pages of data in size 10 font that we were meant to collect. But the clinicians didn't have time to report this level of detail, and so it was never captured." Another health official in Liberia echoed this sentiment with regard to the degree of detail required in the VHF forms, "VHF was a research tool with lots of variables." She continued, "The wrong data system was set up with best intentions." Although burdensome for the frontline health care workers, this level of detail is crucial for understanding the epidemiology, and subsequent prevention and treatment of Ebola. In the words of one epidemiologist, "The clinical definition of [an Ebola] case here was very different than what we had seen before. Prior to this outbreak, we would say hemorrhage was the defining feature of Ebola. But we didn't have this here. Here it was vomiting and diarrhea and general pain. People had incredible weakness." His colleague elaborated on the importance of this level of detail: "With this, the case definition changes. If you don't document all this, you can't find [this information]. ... you would lose it." Knowing how a disease spreads, how rapidly it spreads (e.g., in a linear fashion or exponentially), and the patterns of its spread are all part of the epidemiology of a disease. This knowledge, in turn, informs the type of interventions needed to stop transmission, how rapidly responders should intervene, and where and who responders should target first. In the case of Ebola, epidemiologists had very few answers to these questions prior to this outbreak.

**Multiple Reporting Requirements**

The requirement for many managing treatment centers to submit various reports to multiple entities compounded these challenges. To the central response coordination bodies, they reported available beds, and case and patient care data; to donors they provided grant-related data. One NGO official explained these reporting requirements, saying, "We made large tables with current [Ebola] status by age, how many patients were in suspect/confirmed wards, who transited between wards, and numbers for discharge and death. ... [Our headquarters] wanted what changed that day but [our donor] wanted statistics for that day in the entire center, and also the cumulative total for entire center since our opening. Because this was too complicated, we took the reports that included the most information and made two-page reports that we sent to everyone." Multiple interviewees highlighted the burden of reporting to multiple entities, including within and outside of their agency (to donors and coordinating bodies), much of which required different information in varying formats.
MOVING FROM PAPER TO DIGITAL

Impact of Human Error and Time Delays

As with many other kinds of data collected in the outbreak response, case data were collected on paper, primarily at the community or district/country/préfecture level. In these instances, community or front-line health workers collected the data, and subsequently transmitted them to the county, district, or préfecture and then to the national coordinating body. One responder in Sierra Leone noted, however, "Not every district was running its own data entry. If the district had a low number of people or limited human resources, then they'd be doing data entry elsewhere." In many places, data entry clerks—usually referred to as data managers—from WHO or the national coordination bodies supported these officials. At the district or national level, these data managers manually entered relevant data from thousands of pages of information about individual Ebola cases into one of three digital tools used to track Ebola cases: Excel spreadsheets and/or a designated database, such as the EpiInfo VHF module or the District Health System 2 (DHIS2) Ebola Module.

The process of manually digitizing case data led to human error and time delays that affected the quality of case count reporting. Numerous interviewees highlighted the possibilities for human error and inconsistent reporting that emerged in the data entry process. At the beginning of the response, the VHF module supported free-form text cells as opposed to dropdown menus. For example, with a free text cell, those doing data entry could provide an exact age or a range, making automatic comparisons impossible across cases. During the fall of 2014 the CDC modified the module, in part to eliminate or at least minimize transcription errors and to facilitate comparisons.

The significant time required to enter relevant data into digital format likewise affected data quality and use. In an analysis of on-the-ground data systems, the Gobee Group tested the time required to manually digitize data and the resulting effect on data quality. In testing 80 forms, they found the following:
“Scanning the forms to have their data pulled out automatically was 38 times faster than data entry completed by hand. While it took 153 minutes for the team to manually input the data, scanning the forms took only four minutes. Although accuracy for number-based data was roughly the same for both processes, letter-based data was 21 percent more accurate when scanned.”

Unsurprisingly, given the amount of data during the height of the outbreak, a WHO official indicated that in September 2014, the data entry required to maintain the VHF module in Liberia was three weeks behind the data reported in the SitReps. Similarly, the CDC reported a time lag of one to two weeks between VHF entry and data submission to the national level in Sierra Leone.

Excel-based Data Management

Interviewees frequently referred to Excel spreadsheets as the unofficial data management tool of the response. “Excel was the unsung hero of the Ebola response,” one interviewee said. Because Excel spreadsheets are often used for reporting and monitoring health, humanitarian, and development activities, many organizations adopted Excel to manage case data. Both for instances in which digital databases were not used and, frequently when they were, Excel spreadsheets were central tools by which digitized data were shared, stored, and managed. To compile aggregated caseload data, the WHO provided a spreadsheet template with guidance about data collection, which organizations modified to meet their own reporting needs. According to one official, “The spreadsheets did have a standard variable list. These were used by organizations, and they were adding extra variables on the end.”

In most cases, case data collected on paper were manually entered in Excel and/or the EpiInfo VHF module (depending on the country) and then shared with community or district/county/préfecture-level health teams or sent directly to the national coordination bodies, where they were aggregated and reported in caseload data statistics. Even so, multiple interviewees signalled the importance of training since computer and digital literacy were not widespread among local staff.

EpiInfo Viral Hemorrhagic Fever (VHF) Module/EpiInfo (Guinea and Sierra Leone)

Both Sierra Leone and Guinea used the EpiInfo VHF module to track overall caseload data throughout the response. The VHF module, however, was designed to track cluster outbreak investigations and not as a national disease surveillance system. As a result, the VHF module originally functioned on a single computer. Because the outbreak was geographically dispersed and required data entry from multiple locations, during the response it was redesigned to support distributed data entry. This allowed data entry and aggregation from multiple computers and locations into a single, centralized database, housed at the national level. In principle, data managers in the community health teams or district health offices would manually input data from their paper CIF forms into the centralized VHF database, which then could be accessed at the national level.

Even so, users reported challenges related to connectivity, version control, and system updates. For example, within the VHF module, when district-level officials updated their data with new information, the update could overwrite and replace the existing data, including any changes or modifications. Consequently, in some instances when national-level data managers corrected data, their data cleaning corrections were lost in the process. Others reported challenges with having the relevant technical expertise in country to update the VHF module as new versions came out, or to train new people in VHF data entry.
The District Health Information Software 2 (DHIS2) Database (Liberia)

Unlike Sierra Leone and Guinea, which used the VHF module throughout the outbreak, Liberia changed how it collected caseload data. In the summer of 2014, the CDC EpiInfo team set up the VHF module and trained staff from the Liberian Ministry of Health in its use. The VHF database was housed in Lofa county, where the outbreak was centered at the time, and at the Ministry of Health building in Monrovia. The data were mostly CIF data, but individual records often lacked contact tracing and lab data. As the fall progressed, cases mounted into the hundreds and it became apparent that the VHF data entry was weeks behind, limiting the system’s use for reporting and decision making. In the words of one health official, “The outbreak outgrew the VHF as a solution.”

Three years prior to the outbreak, Liberia had adopted a national health information management system called DHIS2, a system designed to track health facilities, monitor and evaluate select health programs, and analyze and visualize data. Given the issues with data entry, in the fall of 2014 Liberian officials decided to jettison the VHF system in favor of developing an Ebola-specific disease module for DHIS2. Although DHIS2 had only been deployed for aggregated data (versus individual data, as in the Ebola VHF module), DHIS2 developers from the University of Oslo created a new module tracking Ebola patients and contacts that catered to the revised and shortened CIF, which was deployed in late 2014. In the interim, Liberian Ministry of Health and the supporting CDC and WHO officials managed the Liberian case data with paper forms coupled with Excel spreadsheets and Google drive.

Designing the new module was fraught with complications. The urgency of the situation meant that the outside technical team from the University of Oslo had to scramble to quickly assemble a team to support the work. Most of the team worked virtually from abroad but one technical coordinator was deployed to Liberia. Poor connectivity and the perception of danger associated with foreigners traveling to Liberia at the time (September through November 2014) further complicated the work. In addition, developers had to consider ways to link in the VHF module case data throughout the response; in the end the VHF data were entered manually into the new DHIS2 module. Key officials were trained on using the new module but continued adjustments to the module (and associated training) occurred throughout the fall until it was deployed in late 2014. According to Knut Staring, the developer deployed to Monrovia, “The constant stream of updates interfered quite substantially with the development of the new module. Because of the great urgency it had not been engineered to be generic and easy to change.”

Impact of Infection Prevention and Control (IPC) Measures on Digitization in Treatment Centers

The physical constraints required by stringent infection prevention and control (IPC) measures necessary to stop Ebola transmission complicated data collection and digitization within the treatment centers themselves. As a result, digitization almost always occurred as the second step of data collection, with paper as the first step. The physical constraints included: limited time periods during which doctors were permitted to remain in the infectious “red zones” due to the personal protective equipment worn in extreme heat without temperature control; the physical separation of red zones housing Ebola patients
to the uncontaminated “green zones”; and the requirement to burn or disinfect through a chlorine rinse anything moving between zones. Most frontline health care workers prioritized patient care over reporting during their limited time inside the red zone.48

Due to these constraints, it was not possible to follow normal patient care protocol in which charts are kept with individual patients, enabling doctors and nurses to document their treatment and leave an accessible record for other clinicians to view. Instead, those running treatment centers developed a variety of coping strategies, many of which depended on connectivity within the facility, as well as people’s access to and familiarity with equipment and technology.49

In the most basic centers, physicians in the red zone would dictate patient information to individuals in the green zone, or write down essential patient information and leave it in a place viewable by those outside the red zone. Health care workers in treatment centers with chalk or white boards ensured the boards were visible to those in the green zone. This allowed someone to take a picture or transcribe the information by hand into patient charts kept outside the red zone. In these cases, patient information could be transcribed two or more times, thereby increasing the possibilities for error. One medical doctor working in a treatment center in the fall of 2014 estimated that this process of documenting patient treatment took several hours per day: the clinician would document the treatment in the red zone, then orally report to someone outside the red zone, and that individual would transcribe the information to the patient’s chart. This process would be repeated at least once for each patient during each of the three daily shifts.50
A PROLIFERATION OF PLATFORMS AND TOOLS

Each of the three most-affected countries collected and reported its aggregated caseload data differently, adopting different structures, mechanisms, and procedures to coordinate the response. The ministries of health, WHO, and CDC all released both national counts and regional totals for the outbreak. The reporting and the timing of release of these data sometimes differed. In addition to the collection and management of case data use of VHF and DHIS2 for aggregated caseload data, multiple forms, formats, and platforms were used in collecting data related to the various pillars of the response, such as case investigation, social mobilization/community engagement, and infection prevention and control.

Across the response, organizations deployed digital technologies to manage treatment centers, case information, contact tracing, burials, and other key activities. These technologies ranged from Google documents, Excel spreadsheets, Dropbox, open-source—often free—software (e.g., OpenDataKit (ODK), KoboToolbox, Voozanoo, OpenMRS), proprietary software (e.g., Magpi, Sense Followup-ID, Tableau, iForm), as well as combinations of these tools. This resulted in a non-aligned approach to data collection, storage, and management. Various accounts have tracked the breadth of digital tools used across the response. As one report described, "Over the course of the epidemic, the operational infrastructure of the response involved more than 50 independent technology tools. One group catalogued more than 300 separate initiatives to engage the public," a number of which intended to do so using digital tools.

Although the functionality they offered enabled users to meet a variety of needs, the proliferation of tools and platforms and a lack of commonly used standards and data sharing between them contributed to the lack of readily available data needed to create a common picture of the outbreak and the corresponding response. Moreover, many of the information collection systems that organizations set up during the response were not linked to national systems or national capacity. One responder collecting data about community attitudes in Sierra Leone recounted a conversation with a national official. He reported, "The question I got from the NERC coordinator was, 'This is all good, but what are you doing to ensure that these platforms are integrated into national response system?'" He continued, "There are different organizations doing different pieces of data collection. Some of these things even in an emergency context have to be thought out, ideally in the preparedness phase."

In other ways, the fact that the response played out over time and across multiple countries made it possible to use and reuse tools and to employ fixes from one country to another. One interviewee pointed out that the early peaks in Liberia made it possible to employ lessons learned in Liberia in the other two countries. In another example, a glitch in the VHF module that temporarily de-linked laboratory test results from the associated patient affected both Sierra Leone and Guinea. Responders were able to use the fix developed for Guinea in Sierra Leone as well.

Although some organizations that operated treatment centers based their patient data collection in these centers on the CIF forms, others developed data systems that responded to their own specific workflows or needs. Within Ebola treatment centers in particular, organizations developed customized software systems to manage patient records and enable the transfer of information from contaminated areas of treatment centers. One NGO official remarked, "It was so hard to accurately get information out of the red zone. If we could get high-quality information out, then we could improve our understanding, and also patient care."

Some of the digital technologies employed open-source or interoperable platforms—in the sense of being technically integrated with other systems—but interviewees reported that many of these systems were
standalone systems. Even though some of these systems used standards and open-source tools, such as OpenMRS, OpenHIE, and DHIS2, the number of standalone data collection and management systems deployed resulted in a lack of interoperability between systems. This proliferation of systems also created difficulties in centralizing data, and complicated efforts to align information infrastructures used to support the operational response. “The challenge is getting data that can ‘talk’ to itself—across different actors and types of data,” said one interviewee.

Finally, many of the newly developed systems or platforms were one-off instances that functioned more like pilots in that many were new, and none were deployed at scale. The effort and time required to develop, test, and deploy new digital systems meant that many of the systems were ready only after the caseload had declined. An NGO official, who had been involved in deploying a pilot system, said, “It was hard to understand how long and complicated it would be to do a digital system.” Multiple interviewees mentioned that they underestimated the amount of time, effort, and human resources required to develop, deploy, and manage these systems, particularly in the middle of the response that escalated from dozens to over one hundred Ebola cases in a week.

When used, however, they enabled efficiencies and adaptations that met identified needs from frontline responders. For example, the Red Cross used maps of Ebola cases to quickly and efficiently deploy social mobilization and burial teams to Ebola hot spots. Using mobile phones and GPS software allowed them to track where they picked up and buried people. “We were collecting hundreds of bodies, and reporting about 20 people per week without names at the peak of the crisis,” said one Red Cross official. To promote accountability and address this issue, they worked with the software company to quickly integrate an additional feature—photographs—to help identify people in cases where they lacked names for the deceased. The latter feature was important in helping relatives locate family members who died during Ebola outbreak. These and other benefits of digital technologies are explored more fully in the following section.
LESSONS

This discussion of the collection, management, and analysis of case and caseload data in the Ebola response paints a picture of the myriad challenges that complicated efforts to efficiently and effectively track case data in particular. It highlights a series of lessons regarding data and information flows, and for health and humanitarian preparedness and response more generally.

- Limited mobile and Internet connectivity hampered the sharing and digitization of case data as well as other types of data used in the response. Where limitations in digital connectivity were understood, solutions could be designed accordingly, such as mobile credit top-ups for health workers to facilitate reporting of case data. As one interviewee said, “In order to generate good data, first you have to understand the situation and environment, where data is being produced. Some days, 7 out of 15 counties weren’t reporting [case data]. The reason was simple: they did not have Internet or scratch cards [for mobile top-ups].”

- In environments with limited digital connectivity, solutions that functioned in both online and offline environments were essential. One responder noted, “The [electronic medical records] system we built worked for our site but wouldn’t sync offline. That is a useful feature. ... The situation for patients changes so quickly—it is nontrivial to say that I’ll do this offline but then there are really important time stamps that don’t get captured.” Agreeing upon a simple and straightforward paper-based data collection approach at the beginning of the response, prior to digitization, could have enabled comparable data across paper and digitized datasets, and facilitated the implementation of digitization where connectivity existed.
EXTENDING CONNECTIVITY IN AN EMERGENCY

The use of VSAT and BGAN satellites to rapidly deploy access to communications in areas without Internet or mobile network coverage has been common practice in response to sudden onset emergencies like natural disasters, and was repeated to extend connectivity to responding entities during the Ebola outbreak. This satellite-based communications model presents two significant challenges: high costs to establish and use, and a lack of sustainability once international partners who traditionally deploy the satellites leave.

The 2014 arrival of an undersea fiber optic broadband Internet cable along the coast of West Africa presented the opportunity for an alternative model of extending connectivity: a point-to-point wifi network. The Ebola Response Connectivity Initiative (ERCI), a consortium made up of a diverse group of telecommunications and technology organizations, leveraged this model to extend access to the Internet in Ebola hotspots in Liberia and Sierra Leone. The initiative forged relationships with MNOs to use existing cell phone towers to set up the point-to-point wifi connections, and within three months established over 100 communications centers for health clinics and other areas staffed by responding organizations.

In addition to the involvement of international partners Facebook, Cisco, NetHope, EveryLayer, and Inveneo, the initiative included local technology companies, such as Damsel in Sierra Leone, that were certified to provide ongoing hardware, software, and system maintenance. Although these in-country partners solved one portion of the challenge of maintaining this network over time, financial sustainability challenges remain once international donor funding ends. Furthermore, while the initiative succeeded in boosting connectivity for response actors, it did not extend the reach of communications to extension workers and average citizens, leaving a critical gap still to be filled.

- **Technological challenges included version control and lack of in-country expertise to troubleshoot problems that arose with the digital technologies in use.**

- **Existing digital information systems were under- or unprepared to deal with the data demands of the response.** The VHF module, designed to support single and limited outbreaks, faltered under the weight of the unprecedented spike in Ebola cases. Existing investments in health information systems in the region had focused primarily on engineering support for one-off projects, rather than on long-term capacity building, systems maintenance, and systems adaptation to meet needs identified at the national level. As a result, fledgling national information systems struggled to meet the data aggregation and reporting needs of the response.

- **None of the three most-affected countries had interlinked emergency and routine surveillance systems, nor were disease surveillance and response integrated with national health information systems.** According to one interviewee, “The routine public health surveillance systems were sufficient to generate trend analysis for seasonality, but they weren’t highly sensitive. … We still have routine and emergency surveillance separate.”65 This made it difficult to automatically sound the alarm when the outbreak occurred.
Data and corresponding data flows often were siloed and duplicative. This resulted in a proliferation of distinct and non-interoperable platforms to collect and manage data. For case data, separate reporting of routine disease surveillance and Ebola case data resulted in multiple sources of data. Yet this was true of other data types and data collection systems as well, including health or humanitarian program and evaluation information. One report on Sierra Leone noted, “Three distinct streams of information management were in operation during the response: via technical coordinators and programme managers, via [Monitoring, Evaluation, Accountability and Learning] staff and via communications staff. These streams did not appear to be strongly linked.”

The issue of who “owned” the data, and the related question of who could share data, surfaced as crucial questions in relation to a variety of sources of data, particularly at the beginning of the response. For case data, a general consensus existed that the national ministries of health owned these data. Yet the ownership, sharing, and publication rules of subsets of these data were less clear. For example, who “owned” data about individual patients in a treatment unit, and, therefore, who could publish analysis about these patients? Once data were shared in a publicly accessible format, who owned these data? What policies, procedures, or gatekeeping functions should be in place to formally request access to data?

Data collection tools for cross-response activities, such as case data reporting, contact tracing, and laboratory tests, needed to be standardized with a minimal set of data points/indicators and distributed widely. The urgency of the crisis, combined with the lack of flexibility in many of the data collection systems meant that updates and technological fixes were not easily implemented.

The lack of a robust unique identifier system was a great hindrance to data integration across data sets (e.g., case data, contact tracing, burials, family notification, laboratory data), as was the lack of machine-readable data. Compatibility of data standards and systems was an issue between countries, but even more so within countries.

Human capacity issues related to the collection and management of data and information affected the response in a variety of ways. These included the data burden (e.g., referring to the time required and human error introduced with multiple transcriptions, including from one paper form to another or from paper to digital format as well as multiple reporting streams); limited capacity to collect, manage, and analyze data; and inadequate time, human resources, or supporting institutional policies and processes required to effectively manage and use the volume and velocity of data collected.

Outbreak responses require research. During the Ebola response (as with a number of other public health crises) it was essential for research to happen during, not only after the response—given the need to understand how the virus was mutating, how that affected chains of transmission, and the large numbers of unknowns related to the efficacy of medical countermeasures (treatment and vaccines) for Ebola.
REAL TIME INFORMATION FLOWS

Although digitized data and information flows did not constitute the norm, they did contribute meaningfully to the Ebola outbreak response in specific instances, and introduced both quantitative and qualitative differences in data and information flows in the response when used. The following case studies provide snapshots of the use and impact of digital technologies in the Ebola outbreak response. These case studies identify:

- **What:** What was the tool, platform, or service used?
- **Why:** In what context was the digital technology used, and for what purpose?
- **Who:** Who were the primary actors engaged in use of the technology or technologies?
- **How:** How did the digital technology or technologies function?
- **Analysis:** What outcomes and insights resulted?
- **Challenges:** What challenges did actors encounter?

The case studies are organized by actor groups participating in the information and/or data exchange, including:

- national governments
- traditional response and donor organizations (such as foreign donors, NGOs, and intergovernmental organizations like UN agencies)
- frontline workers (such as community health workers or contact tracers)
- citizens and affected populations, and
- “remote” responders supporting the formal response (such as the digital humanitarians, members of diaspora groups, and context experts)

CONNECTING FRONTLINE WORKERS AND GOVERNMENTS

**mHero: SMS between Frontline Health Workers and the Central Health Ministry in Liberia**

**What:** The Mobile Health Worker Electronic Response and Outreach (dubbed mHero) system launched in pilot form in Liberia in November 2014 to meet the need for real-time data and information exchange between the central Ministry of Health and frontline health workers. It aimed to strengthen the government’s health information system with up-to-date information about health worker location and availability on the one hand, and to provide critical information to support health workers on the frontlines of the crisis on the other. In doing so it created a two-way flow of information between health workers and response organizers in real time.
Governments lacked a clear picture of where health workers were located and what services they were providing to their clients, and where health workers were located. To fight Ebola, governments needed real-time, up-to-date information on the availability, location, and needs of their health workforce.

Why: Health workers played a critical role on the frontlines of the Ebola outbreak response. For responding organizations, whether national or international, frontline health workers served as critical eyes and ears and identified cases as they emerged, and helped to treat the ill. In their work to combat the spread of Ebola, health workers of all kinds faced a significant risk of contracting the virus. Varying estimates calculated health workers’ risk of Ebola exposure at between 21 percent and 42 percent higher than that of the average citizen in the three most-affected countries in West Africa. Consequently, many health workers fell ill; others abandoned or moved their posts.

In many countries, including those most affected by the Ebola outbreak, governments lacked a clear picture of where health workers were located and what services they were providing to their clients, and where health workers were located. To fight Ebola, governments needed real-time, up-to-date information on the availability, location, and needs of their health workforce (e.g., did they have sufficient personal protective equipment?). Health workers, in turn, needed access to information about how to protect themselves against the virus and to share critical data about the disease’s spread.

Who: In the Liberia deployment, mHero was launched by the national health ministry with a consortium of partners, including UNICEF, IntraHealth, and K4Health. Prior to the outbreak, the Ministry of Health had been collaborating with IntraHealth and UNICEF on a digital health worker database called iHRIS (a modified abbreviation of the open source “Human Resources Information Solutions” platform), and an SMS messaging system called RapidPro. mHero was planned and designed to enable interoperability between these two systems.

How: mHero is a mobile phone-based communication system that for the first time connected central ministry staff with frontline health workers via two-way text messages using the basic mobile phones that most health workers already owned. The platform allowed them to receive critical information in real time.

mHero integrated the existing iHRIS and RapidPro platforms, leveraging iHRIS to access the mobile phone numbers of government frontline health workers, and RapidPro SMS messaging to enable communication via text message that could be delivered to all or a targeted subset of those in the iHRIS database. It uses the principles and standards of OpenHIE to aggregate key data from human resource information systems and securely share and validate health worker information. mHero can share data with the DHIS2 web-based health information management system. In Liberia, mHero enabled nuanced and tailored messaging to health workers based upon their qualifications, position, location, specialty, and how recently they had been trained. Another game-changing aspect of this innovation was its ability to enable health workers to initiate direct and real-time contact with health officials—allowing data and information to be “pushed” by health workers, in addition to “pulled” at the request of health officials. This functionality is particularly critical in the context of detecting and monitoring a disease outbreak.
ANALYSIS

- The mHero pilot was used to validate frontline workers’ contact information and get a real-time picture of worker location and availability. By the pilot’s close in December of 2014, the health ministry had used mHero to reach nearly 500 health workers at facilities in four counties. The ministry used these SMS exchanges to validate health workers’ contact information, including their phone numbers, locations, job titles, supervisor information, and health facility association.

- The Ministry of Health adapted mHero for over three dozen uses over the course of the response and recovery. Health ministry officials used the pilot to update personnel records in iHRIS, rapidly building the government’s capacity to engage real-time information with frontline health workers in the future. Between November 2014 and July 2016, over 40 mHero deployments reached more than 7,000 health workers, showing increased use by both frontline health workers—including civil servant and community volunteer health workers—and central ministry staff.

- The Ministry of Health adapted mHero to enable messages to be initiated by health workers, as well as by the central ministry. As the use of mHero evolved over the course of the response, the government began to lay plans to incorporate SMS messages originating with health workers. “I think it is about time we find a way the health workers can communicate directly to us. A health worker may have some burning issues to share, but we may [be] missing his or her concerns,” said Stephen Gbanyan, Director of Health Management Information Systems in the health ministry.

- The Ministry of Health has incorporated mHero into its draft digital health strategy. In December 2015, the Ministry of Health formally integrated mHero into Liberia’s draft Health Information System (HIS) and ICT Strategic Plan for 2016-2021, which upon formalization would make its use an official part of the government’s health strategy and health information system architecture.

CHALLENGES

The piloting and increased adoption of mHero by the Liberian Ministry of Health faced challenges, as did each of the other case studies profiled in this section. Here we provide a closer look at these constraints the lessons that resulted. In subsequent case studies, this section is condensed into a high-level summary.
<table>
<thead>
<tr>
<th>Constraints</th>
<th>Lessons</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Technological Constraints</strong></td>
<td></td>
</tr>
<tr>
<td>The mHero system required a specially negotiated shortcode to operate.</td>
<td>• Negotiating shortcodes can be time consuming. Before a crisis hits, relevant government actors should secure access to one or more shortcodes, such as for communications between governments and health workers. • Ideally, shortcode use should be operationalized as part of routine workflows to raise awareness of and trust in this communications channel before an emergency hits.</td>
</tr>
<tr>
<td>At the time of the Ebola outbreak, Liberia’s mobile network infrastructure reached approximately 69% of the country’s population.*</td>
<td>• Building out the physical infrastructure that extends digital connectivity before a crisis leads to stronger ability to gather data and information in real time to manage and mitigate after effects of an emergency. • A rapid assessment of communications infrastructure can be done quickly at the onset of a crisis to enable quick fixes and planning to mitigate weaknesses, as necessary.</td>
</tr>
<tr>
<td>Crises affect the quality and reach of mobile networks, which in turn can directly impact the effectiveness of SMS-based channels.</td>
<td>• Governments should negotiate with mobile network operators for crisis-related shortcode messages to be prioritized in messaging queues. • All actors should have low tech and non-digital back-up options for relaying critical information in cases in which mobile networks are overwhelmed or inoperable.</td>
</tr>
<tr>
<td>Existing systems that record health workers’ mobile numbers did not regularly refresh those numbers, meaning many in the iHRIS database were out of date.</td>
<td>• It is critical to understand how user behavior will affect the design and requirements of a digital system. In this case, health workers (as with others) frequently used more than one SIM card and phone number. To design for this variability, mechanisms that gather health worker phone numbers must establish a process—ideally an automated one—to regularly update those numbers.</td>
</tr>
<tr>
<td>Ministry of Health ownership was critical to ensuring that data collected by mHero could be integrated into government workflows and decision-making.</td>
<td>• Facilitate government ownership and capacity to build and manage two-way communications with extension workers before a crisis hits.</td>
</tr>
<tr>
<td>mHero required interoperability with other platforms: iHRIS, as well as DHIS2, Liberia’s digital health information system.</td>
<td>• Analyze how data will be used for decision-making, and build APIs that enable interoperability with relevant databases and digital platforms.</td>
</tr>
<tr>
<td>Funding for the mHero deployment was largely through one-off Ebola response grants, creating vulnerabilities in longer term deployment and use.</td>
<td>• Use tools that have broad utility in a crisis period and beyond, and identify sustainable business models that support their use over the long term.</td>
</tr>
<tr>
<td>Constraints</td>
<td>Lessons</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| **Human and Institutional Capacity Constraints** | • To increase understanding and uptake, pair use of digital channels with a communications campaign that builds awareness and trust.  
• Content must be curated to build and deliver messages in a way carefully considers the user experience. This requires time, resources, and dedicated expertise. |
| Health workers were not accustomed to receiving text messages from the government health ministry. |                                                                 |
| Although health workers received a thank you message to acknowledge their response, they were not given information about how their responses would be used to support the outbreak response. | • Feedback loops, in which contextualized data and information is sent back to the point of origin, create incentives for health workers to participate in further information exchange. For example, if a health worker reported on numbers of suspected Ebola cases seen in a day, the health ministry could send a message back the following day on how many suspected Ebola cases her county reported overall. |
| The health ministry was unaccustomed to receiving real-time SMS data from its workforce, requiring new technical expertise and workflow processes. Managing the mHero workflow and linking it to internal processes required training, two dedicated Ministry of Health staff, and two IntraHealth staff who worked from the ministry office. | • Understand the existing and plan for required capacity at the staff/technical level, and at the institutional/policy and processes level, to fully utilize digital solutions—particularly when they require a departure from normal operations.  
• Allocate time and adequate human resources to process data and build capacity, including change management processes at the institutional level.  
• Ensure adequate access to technical staff over the lifetime of the digital technology’s deployment to enable maintenance of and fixes to software and hardware as needed. |
| **Ecosystem Constraints** |                                                                 |
| In Liberia, use of SMS is less common than voice calls, contributing to low response rates among health workers. In addition, many workers were not accustomed to free text messages, leading some to avoid replying for fear of incurring charges. | • Consider user behavior, and the necessary behavior change incentives and strategy if deploying a digital solution requires activities or actions that deviate from normal user behavior. |
| Data flows coming through the digital mHero channel needed to be merged with a variety of primarily paper-based information systems (e.g., lab results reporting, disease surveillance, routine health management information reporting), requiring harmonization with paper-based systems within and between multiple health ministry offices. | • Consider how data produced through digital channels will harmonize with data that are still collected through paper-based systems, and the workflows that merging these two data and information sources will require. |

CommCare Contact Tracing 2.0: Data Exchange between Contact Tracers and the Health Ministry in Guinea

What: In Guinea a consortium of partners, including the Guinean Ministry of Health, piloted and then expanded the use of the CommCare contact tracing tool to gather and share critical case data. An online dashboard provided by Tableau was used to visualize contact tracing data in real time.

Why: Contact tracing was essential to containing the spread of Ebola. In most instances contact tracers used paper forms that were physically transported to a centralized location for manual digitization by a data entry clerk. This frequently resulted in a lag time between when contact tracers collected the case data, and when those data became available for decision-making. This was particularly the case in Guinea where many cases occurred in remote and transient communities.

Who: Partners included the Guinean government, the tech company Dimagi, the Earth Institute at Columbia University, and the UN Population Fund (UNFPA). Data gathered through the contact tracing app and visualized on Tableau dashboards were available for access by government response managers in préfecture-level offices and at the National Ebola Coordination Unit.

A variety of international partners supported the project. Ericsson, the Paul Allen Foundation, and UNMEER donated smartphones; Solektra International donated solar chargers to power phones used in off-grid areas and panels to enable regular access to power in the government offices where CommCare data were used. UNFPA facilitated the purchase of SIM cards for a closed user group and for 500MB of data per month, and the Earth Institute provided computers and USB modems to government staff as necessary.

How: A subset of government health staff who supervised contact tracing activities were selected by government and UN agency partners for training on the CommCare contact tracing software application. The app created digital records of the Ebola contact registration form, which captured information such as type of case (i.e., probable, suspected, confirmed), symptoms, GPS location of affected households, and alerts for cases in which individuals were registered with high temperatures or Ebola symptoms. The app enabled longitudinal tracking of individuals over time, an important feature given the need to trace contacts on a daily basis over the 21 days required to determine whether or not a contact had contracted Ebola.

ANALYSIS

- The CommCare Contact Tracing app was used in five of the eight préfectures in Guinea (Boffa, Conakry, Coyah, Dubreka, Forecariah) after first being piloted in December 2014.

- The app collected nearly 30,000 contact tracing forms. As of early 2016, approximately 440 contact tracers and supervisors had registered on the tool, of which 281 submitted approximately 19,000 contacts to be traced for location and signs of Ebola, using the CommCare contact tracing app. A total of approximately 280,000 forms were submitted documenting multiple contact tracing visits to the 19,000 contacts identified.

- Improvements cited in the use of the CommCare contact tracing app over paper forms included: reduction of time and human error, and increased reliability, data verification, and contact tracer accountability. For example, in addition to increasing the rapidity with which frontline health care managers could see contact tracing data being collected, the use of the
linked contact tracing app and Tableau data visualization platform supported accountability of contact tracers through the use of timestamps and GPS location on smartphones to enable real-time verification of household visits. “Contact tracers don’t visit people who [may be] sick because they are afraid,” one partner said. The use of GPS enabled managers to monitor contact tracer compliance and to identify which contacts received daily visits. One district health manager reported: “The first thing I do every morning is check the dashboard on my computer. The GPS helps me know where my contact tracers have been and where they haven’t been, so I can see if there are issues and follow up.”

- **Contact tracers used the digital tool in conjunction with the paper forms:** paper forms remained the official, required reporting mechanism during the outbreak.

### CHALLENGES

- **A lack of standardized contact tracing protocols and metrics led to confusion about the type of information to be collected and measured.** Based on learning from use in the Ebola outbreak response, Dimagi re-released the app as a version 2.0 for deployment in subsequent epidemiological outbreaks.

- **Because users did not have experience regularly using digitized data that appeared at a higher volume and velocity than paper-based data,** data collected through the app were not always put to immediate use. Although the app enabled digital data collection, using these data represented a further challenge. An analysis of the tool found that, “While government staff members were especially enthusiastic about the wealth of data that could be used for supervision of contact tracers, actual use of the data was limited. Local government managers often had many competing interests and responsibilities, and thus relied instead on supervisors to report issues to them rather than exploring the data directly.”

- **An Earth Institute assessment of the pilot identified numerous challenges,** including: availability of local staff to support phone configuration and hardware management; the time required to configure the Tableau dashboard, which was built by volunteer consultants; coordination and management challenges among the diverse array of project partners; limited use of the resulting data by government managers; unclear privacy regulations governing patient data; and the lack of a formal government health information system into which contact tracing data could be integrated.

- **Difficulties around technical issues like battery life and mobile signal** required that contact tracers also use paper forms for back up. “Contact tracers in Port Loko, Sierra Leone, told us they preferred the mobile tool, and felt like the mobile submissions were communicated more quickly to decision-makers acting on the data. The mobile CommCare application also allowed for closer contact tracer supervision, and supervisors could be quickly alerted if a tracer was not making their rounds, or making fewer visits than expected,” said Courtney Kelly of Dimagi.

- **The unique combination of volunteer efforts and donated materials would make it difficult to scale this particular model,** although it did demonstrate within the constraints of an emergency response that digitized data could supplement existing paper-based contact tracing data flows.
Ebola Community Action Platform (ECAP):
Using ODK and Mobile Messaging to Communicate between Social Mobilizers and NGOs in Liberia

“What: To capture and share this situational information in real time, the ECAP program collected knowledge, attitudes, and practices (KAP) data from more than 2 million people in approximately 3,300 communities across Liberia. Over 800 social mobilizers collected KAP data using smartphones donated by the Paul Allen Foundation, and loaded with ODK and the WhatsApp peer-to-peer and group messaging app. To provide broad and open visibility into the changing landscape of community-level Ebola information needs, ECAP visualized aggregated KAP data through a public and easily accessible online platform. In addition to this digital component, ECAP adopted analog and word-of-mouth mechanisms to amplify and expand its messaging. ECAP used billboards and radio broadcasts across all 15 counties in Liberia, as well as posters, handouts, and person-to-person drama activities at the community level.

Why: Targeted social mobilization among at-risk communities was critical to bending the curve of new Ebola cases in West Africa. To better understand the appropriate formulation of behavior change messages required in Liberia, response organizations needed continuously updated information about community-level knowledge, attitudes, and practices about the disease.

Who: ECAP was developed by Mercy Corps and Population Services International (PSI) with contributions from 77 partner organizations, many of which were Liberian NGOs. ECAP also partnered with the organization IREX to reach community radio stations across the country.

How: In the digital portion of the ECAP program, social mobilizers using smartphones completed and submitted community-level KAP survey data on a monthly basis via ODK. In addition, social mobilizers used the WhatsApp platform for peer-to-peer messaging and group learning. In a sometimes unstable telecommunications environment, the WhatsApp platform enabled a layer of message delivery verification (i.e., small checks next to messages indicating whether messages were sent, delivered, and read). Because each of the project's communities were geo-coded, the dashboard included up-to-date maps that included community KAP data.

For the analog elements of the program, ECAP partner PSI Liberia used billboards to reach people outside of the target communities in which ECAP worked to reinforce community-level messaging. The billboards featured health ministry-approved cartoons, which linked to specific ECAP mobilization topics. For radio, ECAP partner IREX Liberia worked directly with community radio stations to reach listeners in their local dialects, using familiar voices.

"Peer-to-peer networks like WhatsApp enabled young people to learn from each other, and encouraged staff to persevere in difficult contexts. Many [social mobilizers] were motivated to go the extra mile to hard-to-reach communities because they could share photos and their experience across the ECAP social mobilizer [network] and receive support from project staff."
The ECAP program had broad reach through a diverse group of national and international partners. It aggregated and visualized KAP data collected by over 800 social mobilizers who surveyed more than two million people in approximately 3,300 communities throughout Liberia.

The program strategically employed a hybrid communications approach that used both digital and low- or no-tech channels to reach the broadest possible audience. Early ECAP data confirmed radio was the most trusted source of information on the unfolding Ebola crisis, and highlighted the reach and impact of community radio stations in Liberia. Billboards and local dramas organized to relay critical behavior change messages also were used to reinforce the community-level work of social mobilizers. Mercy Corps Monitoring, Evaluation, Research and Learning Manager Sophie Roden attributed the success of this multi-partner and multi-channel approach to its focus on a few key consistent messages that stayed the same regardless of partner or distribution channel.

The program used both open source and proprietary tools—open source (such as ODK) to serve basic data collection needs and proprietary messaging (such as WhatsApp) to reach a wide group of users at scale.

The program embraced a strategic approach to open data by sharing visualizations of aggregated KAP data on a publicly accessible platform for broad use by actors supporting the outbreak response. This created horizontal, peer-to-peer information flows among response actors to increase access to behavior change data and information.
The program used peer-to-peer information flows among social mobilizers and created feedback loops that unlocked new incentives. Use of peer-to-peer networking through the WhatsApp platform also produced the unintended benefit of serving as an important source of motivational encouragement for social mobilizers. Mercy Corps learning manager Sophie Roden described this benefit, saying, “Peer-to-peer networks like WhatsApp enabled young people to learn from each other, and encouraged staff to persevere in difficult contexts. Many [social mobilizers] were motivated to go the extra mile to hard-to-reach communities because they could share photos and their experience across the ECAP social mobilizer [network] and receive support from project staff.”

The program used peer-to-peer information flows among citizens to share and address common questions. Radio also created an important opportunity for dialogue and debate at the local level. Partner radio stations hosted regular call-in talk shows on Ebola-related topics, with experts—usually a medical professional or Ministry of Health representative—serving as guests. Community members would call in to have their questions and concerns addressed.

The program used feedback loops to adapt programming. In addition to gathering a near real-time assessment of critical and quickly changing community information needs, the targeted insights of the ECAP platform and network were used to refine behavior change messages and adapt programming. In the words of a representative of one national partner organization in Liberia, this enabled “discussion at the national level and among [partner organizations] of what is happening, what are the challenges, and [to] recommend a way forward.” Roden described how the real-time insights were used to adapt programming, saying, “The aim was to constantly change the messages to reflect what people knew. But we discovered that in the second round [of the learning surveys] that [the social mobilizers] didn’t fully understand the messages in the first round. So we had to reinforce the messages and then add some new material. The third round was better.”

CHALLENGES

Despite the rich data that the ECAP program produced, it is not possible to know which aspects or channels of behavior change programming were most essential to turning the tide of new cases. Digital behavior change communications did enable real-time adjustments of behavior change messaging, however, based on changing sentiments and information.

As with other programs using digital technologies in the Ebola outbreak response, technical glitches affected digital aspects of the programming. In particular, mobile data connections were sparse in rural areas resulting in delayed or undelivered messages—particularly in the southeast of the country, where mobile network connectivity gaps were larger.

RapidPro, the SMS platform the program initially had intended to use to send messages and reminders to social mobilizers faltered in the early stages of the response. According to Jeff Wishnie, Senior Director of Program Technology at Mercy Corps, “Out of 10 [text messages] sent only a few would get through.”

The WhatsApp platform also suffered setbacks, requiring staff time for workarounds. The software client installed on social mobilizers’ smartphones would periodically need to be upgraded, resulting in temporary discontinuity for affected users. Updating Whatsapp content to receive new messages in rural areas became problematic due to limited connectivity.
“Mobile phones enabled us to connect ordinary people who got to talk to people in positions of leadership. This was very helpful in dispelling rumors.”

The WhatsApp message cache would usually only update in populated areas with mobile broadband connectivity, leaving many social mobilizers working in rural environments disconnected from the platform.

The use of donated smartphones that were not commonly used locally meant there was a lack of locally available staff trained in IT troubleshooting. “For the first few months when a phone went down that was it,” Roden said. In some cases ECAP staff had to troubleshoot themselves. In one instance, when a new version of WhatsApp had to be installed on all 800 smartphones, the team created a video instructing social mobilizers how to download and install the new version of WhatsApp, providing on-the-job-training.

The use of a data visualization platform combining data from multiple sources required a strong team of data analytics and visualization experts. This presented a challenge to international partners managing the data during the emergency phase of the response, and is a potential barrier to the program’s longer term success when it is handed over to national partners.

NAYMOTE: ADAPTING EXISTING NETWORKS FOR COMMUNITY MOBILIZATION

Naymote, an election monitoring organization in Liberia, partnered with Mercy Corps and PSI as part of the ECAP program. Naymote repurposed its network of community organizers, originally created to monitor elections, to support the community mobilization efforts. Staff from the Naymote call center called citizens already part of their network of supporters to inquire about the situation in local communities. They then shared this information with the local county or health offices to mobilize resources. For instance, when they received reports of dead bodies lying unclested in the streets, they reported this to the Ministry of Health. When rumors were identified, such as one referring to Ebola as a government plot to get money, Naymote staff invited members of Parliament to get on the phone to answer questions. One staff member said, “Community organizing is important for health. Mobile phones enabled us to connect ordinary people who got to talk to people in positions of leadership. This was very helpful in dispelling rumors.”

Although phones played a key role in Naymote’s work—indeed, the team also passed along information about toll free Ebola hotlines provided by MNOs—the team also adopted multiple strategies to reach communities. For off-grid areas, Naymote held Ebola prevention trainings using a projector transported by truck between communities. Documentaries prepared specifically to support the response, including one with a clip of President Obama talking about the Ebola outbreak to help lend credence to the threat Ebola posed, were also translated into local dialects.
United Methodist Communications: SMS Campaign between Pastors and Bishops in Liberia and Sierra Leone

What: As the Ebola outbreak surged in Liberia and in Sierra Leone, pastors in local United Methodist Churches received "messages of hope"—inspirational Bible verses as well as information about the disease—via text messages sent from their national bishop. The text messages were sent using the SMS broadcast tool FrontlineSMS.²⁶

Why: The Ebola crisis touched all parts of society, and required trusted messengers to counter prevailing rumors about the source and attributes of the disease. A pastor based in Sierra Leone explained, "Initially there was a lot of denial about Ebola."²⁷

Who: The bishops' offices of the United Methodist Church in Sierra Leone and Liberia partnered with United Methodist Communications headquarters, based in Nashville, Tennessee, to send the messages. The partners used an online spreadsheet to craft, edit, and approve messages, which were then dispatched via SMS to pastors and community leaders in each country.

How: Prior to the Ebola outbreak, the church already had in place a list of its pastors' mobile phone numbers, and the capacity to communicate with pastors via text message. As part of its Ebola outbreak response, the church complemented its SMS campaign engaging pastors with TV advertisements that reached urban audiences, and screened broadcasts using a projector transported by truck that reached off-grid and offline rural communities.
ANALYSIS

- Between August 2014 and October 2015, over 600 church and community leaders in Liberia and Sierra Leone received more than 550 messages.
- In addition to providing facts about Ebola, the text messages played an important role in supporting and motivating pastors who played a key role in supporting their communities. One pastor in Liberia’s Kokoya district, which was placed under quarantine during the outbreak, recounted how the text messages gave him courage to persevere in dark moments. In a time when his community faced fear, sickness, loss, and restricted movement, he told a colleague, “When I feel depressed about what is happening around me as a result of the Ebola crisis, I pick up my phone and read the text messages from the very first text message to the end.”

Those receiving text messages included pastors whose congregations reached into areas with limited or no access to mobile networks. Particularly in these cases, the pastors’ ability to weave messages into meetings of the congregation served as an important vehicle to deliver information to those individuals beyond the reach of digital networks and devices.

- The program used a hybrid communications approach, integrating radio call-in shows to enable feedback loops at the community level. Through a partnership with Radio ELUM, a Methodist radio station based in Liberia’s capital city of Monrovia, the church aired select questions in radio broadcasts that featured local experts who addressed these questions. This created a feedback loop by which trusted, local authorities provided accurate information to communities.

- Trust, and trusted messengers, played a critical role in delivering behavior change communications regardless of communications channel. Phileas Jusu, a Sierra Leone-based communicator employed by United Methodist Communications described the importance of trusted messengers and networks, saying, “We developed messages about avoiding physical contact and used aired broadcasts carried over national TV as a way to suggest a new form of greeting, with arms crossed over chest and bowing. This was a major cultural shift as people were used to touching. But when the bishop went on TV with other religious leaders doing it, it became more accepted.”

CHALLENGES

- At first the program enabled only one-way, top-down communications. As the program evolved and the demand for two-way communications became clear, the program integrated two-way messaging functionality that enabled pastors to pose questions to the bishop’s office. This revealed important local perceptions about Ebola. One response, for example, asked if Ebola was an American means of population control in Africa.

- Particularly in a climate of fear and mistrust, pastors at first were wary of messages sent without attribution. Neelley Hicks, director of the ICT4D Church Initiatives program at United Methodist Communications in Nashville said, “We learned right away the importance of adding the bishop’s name to the text messages so that the recipients could identify the source of information as a trusted contact.”
CONNECTING RESPONSE ORGANIZATIONS AND CITIZENS

DeySay Rumor Tracking: SMS Exchange between Citizens and NGOs in Liberia

What: The DeySay SMS platform in Liberia served to detect and manage rumors in near real time. At the community level, information, including rumors, moved by word-of-mouth, radio, and phone.

Why: Identifying and correcting rumors was a critical part of controlling the Ebola outbreak. In rural villages and urban centers alike, communications among citizens played a critical role in sharing both information and misinformation. Using trusted messengers and channels was essential to correcting misinformation.

Who: Internews, an NGO working to support local media and provide crucial news and information to communities, operated in partnership with the Liberian National Red Cross Society, UNICEF, and Project Concern International.

How: The DeySay project sought first to understand the state of knowledge about Ebola, and second to improve access to accurate information for citizens by sharing regular updates on rumor tracking with the humanitarian community. DeySay collected information from hundreds of health workers, NGOs, and volunteers in Liberia through an SMS short code, which UNICEF provided free of charge. When those participating in the system became aware of a rumor, they submitted it via text message to the short code, which relayed the messages to a central coordination hub in Monrovia. There, the project team analyzed rumors for content and location trends, and developed new messages to counter misinformation and misunderstandings. These insights and new messages were shared with local media partners for rapid dissemination in the target area via radio, community engagement, and other channels. DeySay also produced a weekly newsletter updating the landscape of prevalent rumors and their geographic locations, offering official response organizations and local media alike a way to identify and respond to misinformation about Ebola at the community level.

ANALYSIS

- The digital component made it possible for organizations to quickly analyze and respond to rumors. One organization partnering with the DeySay network received several messages regarding the Ebola treatment units it operated. In one instance, the organization received feedback that community members living near a treatment unit were concerned about the smoke rising from an incinerator, giving rise to a rumor that bodies were being burned there. After learning of the rumor, the organization removed a tarp that had blocked the community’s view of the incinerator, enabling passersby to see that the organization was burning contaminated materials, not bodies. In other instances, community volunteers were able to investigate, understand, and then address rumors related to higher mortality rates in specific treatment units.32
The ability to rapidly adapt behavior change messaging in response to rumors represented another advantage of the program’s digital component. For example, during a vaccination program in schools a rumor in rural northern Liberia near the Guinean border broke out that the vaccinated children were taken by ambulance and hospitalized. The rumor originated after a child in a public school in the area was diagnosed with a high fever. When the ambulance arrived to transport the sick child for care, students panicked and fled, and within the hour parents throughout the region were rushing to local schools and removing their children. To counteract the rumor, the false information was communicated to local radio stations, which broadcast the reported rumor and clarified the situation. In an added step, local health teams made school visits. As a result, parents returned their children to school and the rumor was stopped before it could spread and do further harm.

Though it is not always possible to produce immediate and uniform behavior change, this case study provides a good example in which a hybrid approach combining the use of digital, radio, and word of mouth communications worked to quickly address a rumor by connecting to people through communications channels with broad reach.

“When dealing with complex issues like Ebola, you have to start with what information is most critical to the local population, not with what you want them to know about your service.”

Boxes documenting Ebola-related rumors in Sierra Leone.
**CHALLENGES**

- An initial attempt to establish an independent short code for the DeySay program was abandoned in favor of a partnership with UNICEF in order to use a short code they had previously negotiated. In particular, it was difficult to create a single short code that would be accessible to subscribers across multiple MNOs. The UNICEF partnership also granted the DeySay program use of their SMS aggregator (RapidPro). This did not enable direct access, however, which meant the DeySay project team could not themselves do troubleshooting or modify workflows in the system. Similarly, UNICEF held the relationship with MNOs, limiting the ability of DeySay program team to ask questions or request support.

- When the DeySay project team arrived in Monrovia, rumors were rampant and trusted information was in short supply. “To determine the most trusted sources of information we used an information ecosystem model,” explained Anahi Ayala Iacucci, Internews Country Director in Liberia. Through a partnership with Geopoll, the Internews team sent monthly SMS surveys to around 200 citizens in each of five regions. The surveys gathered regularly updated responses about the most trusted sources of information, whether government, media (including radio, TV, and print), civil society, or other channels. The survey showed that although trust in other channels varied, local radio remained one of the most trusted sources of information throughout the height of the outbreak. The surveys also asked people what information they needed. “Listening to what people need speaks to the principle of ‘design with the user,’” Mark Frohardt, Internews Senior Vice President for Design and Learning, said. “When dealing with complex issues like Ebola, you have to start with what information is most critical to the local population, not with what you want them to know about your service. A clear understanding of needs and context increases the amount of requested information and understanding of messaging from services providers,” he added.

- Many social mobilization efforts during the response used broadcast media as a one-way channel to blast information out, rather than partnering with local media to leverage radio programming’s ability to host a dialogue with the community. Internews maintained a behind-the-scenes role for the duration of the DeySay program, engaging 16 media partners in convenings that explained how the DeySay rumor tracking system worked, gathering journalists’ feedback, and then letting each media outlet decide whether and how to use the information. Three to four weeks later, most media partners were running dedicated radio programs using the DeySay information to address local rumors. The Internews team also provided journalists with available information that could be used to counter rumors. By the end of the program, nearly 200 media stations had opted to participate.

- One challenge the program faced was how to discuss rumors without inadvertently further spreading them. Internews conducted trainings for journalists to address this, and to provide critical context to the disease. “We brought journalists to Monrovia and a training with the World Health Organization and the Ministry of Health to explain how diseases like Ebola work,” said Iacucci. “The journalists loved it; nobody had taken the time to explain it to them, yet they had the job of trying to explain to their audiences. The training was designed to try to take complex epidemiological and medical terms and break them down in a way that would be relatable and understandable,” she added.
U-Report: SMS between Citizens and a UN Agency in Liberia

**What:** U-Report, an SMS platform designed to facilitate citizen engagement and community-led development, engages youth “U-Reporters” to provide information about their local context and, in return, provides information back to U-Reporters that they can use to work for change locally. The tool is designed to increase awareness of local needs, and transparency and accountability in development programming and services.38

**Why:** Lack of trusted information about Ebola was a major factor contributing to the disease’s transmission. To inform behavior change and social mobilization campaigns, response organizations needed to understand local knowledge, attitudes, and practices about the disease.

**Who:** UNICEF created the U-Report platform in 2011 and was using it at scale in five sub-Saharan African countries prior to the Ebola outbreak. When the outbreak struck, UNICEF leveraged an existing U-Report deployment in Nigeria where over 100,000 youth were already engaged, and set up new systems in Liberia and Sierra Leone.39 In Liberia, UNICEF partnered with the Federations of Liberian Youth (FLY), active in all 15 counties in Liberia, to help recruit U-Reporters.

**How:** The U-Report platform used a short code provided by the Liberian Telecommunications Authority40 and linked it to the open source RapidPro text messaging platform.41 Young people opted in, and received polls and information via this free short code. Through U-Report, UNICEF aggregated real-time information about young people’s perceptions and concerns about Ebola and visualized responses on a public website to help inform behavior change efforts. U-Reporters were recruited in partnership with FLY through the use of social mobilizers, targeted campaigning, mobile vans, in-person meetings (e.g., town halls, churches, schools, mosques), as well as radio advertisements and promotion via call-in radio shows across 21 radio stations in Liberia.42
ANALYSIS

► Between November 2014, when the U-Report program was launched in Liberia, and June 2015, almost 51,000 youth had registered in Liberia to become U-Reporters.

► In Monrovia, UNICEF used a human-centered design approach by partnering with representatives of the target audience, in this case teenage girls, to script survey questions querying knowledge, attitudes, and sentiments about Ebola. As a result of this collaboration, originally drafted survey questions such as “What has changed the most in your community because of Ebola?” were adapted to a more colloquial format used by texting teens (e.g., “wat bother U d most abt Ebola?”) In addition, a steering committee of youth representatives worked with UNICEF to identify weekly topics for the campaigns.

► During the crisis, UNICEF’s Communication for Development behavior change teams used U-Report data to support community engagement work, in some cases to adapt and reposition some of UNICEF’s interventions and messages. The platform also was used to assess the effectiveness of radio campaigns to alert people to new outbreaks.43

► In the recovery period, UNICEF used the platform to query sentiments and gather knowledge about related topics, such as school reopenings. The target audience was expanded to include teachers, women, and religious leaders.44 Beyond the outbreak, U-Report remains an important platform for youth and citizen engagement. It is now being used in Guinea to address other public health issues, such as HIV/AIDS, as well as gender-based violence and women’s financial empowerment.45

► UNICEF had experience using the U-Report platform during a prior Ebola outbreak, where it illustrated the important “sensing” value that citizen-led communications channels offered. In July 2012, an active U-Report deployment in Uganda began receiving messages from U-Reporters asking about that outbreak. Messages included:
  • “IN OUR AREA THERE’S A PARSON DIPHICATING BLOOD? FEELING FEVER ISN’T THIS SIGN OF EBOLA P’SE HELP”
  • “Our district Kibaale has been affected by an unknown disease but doctors are suspecting it to be Ebola disease”46

CHALLENGES

► Getting the U-Report short code up and running took time and multiple negotiations. Particularly in the context of the hectic early stages of the Ebola outbreak response, obtaining a short code for the U-Report project was difficult. Multiple organizations were making requests of mobile network operators, overwhelming the staff of those companies that already were strained by the toll of the outbreak and the demands of the response. UNICEF ultimately went to the Liberian health ministry to secure support for the short code.

► Even once the short code was established, there were delays in rolling out the short code across multiple MNOs. To work around the varying timelines on which mobile operators were able to begin making the short code active on their networks, the UNICEF team took a phased approach and started operating the short code on networks as they became available, rather than waiting to launch the short code simultaneously across all networks.
Social Mobilisation Action Consortium (SMAC): Using ODK and Mobile Messaging to Communicate between NGOs, Social Mobilizers, and Communities in Sierra Leone

**What:** The Social Mobilisation Action Consortium (SMAC) launched to collect and transmit information about the Ebola outbreak in ways that allowed communities to engage and ask questions. SMAC members recruited, trained, deployed and worked with community mobilizers, religious leaders, traditional healers, radio stations, and community leaders to provide targeted and accurate information to community members. In addition, SMAC members developed a process to receive information about sick cases and deaths in communities as well as other community-level information. The process evolved to run on mobile devices.

**Why:** As the outbreak escalated in Sierra Leone, it became apparent that a gap existed between coordination of the Ebola outbreak response and social mobilization interventions at the district level. This resulted in a lack of understanding about what was happening in affected communities, and what people were saying and doing about the disease.

**Who:** SMAC was an alliance of national and international NGOs and other partners, including GOAL, Restless Development, FOCUS 1000, BBC Media Action, and the CDC. All had been involved in the response before coming together as a consortium. For example, FOCUS 1000 had begun to conduct KAP surveys in August 2014. These surveys allowed greater understanding of the local perceptions and response to the Ebola outbreak, supported the design of more appropriate social mobilization interventions, and enabled tracking of knowledge, attitudes, and behavior changes across the response. FOCUS 1000, in partnership with CDC and UNICEF, conducted four KAP surveys during the course of the outbreak. The latter three were conducted using mobile devices.

Although all members collaborated on social mobilization activities, each organization brought niche specializations to the consortium's work. GOAL and Restless Development led the work with community mobilizers (many of whom were also community health workers) using the Community-Led Ebola Action approach. FOCUS 1000 provided grassroots connections to influential community leaders and led the work with religious leaders and traditional healers. BBC Media Action linked SMAC to and led the work with local radio stations. The CDC provided technical support.

**How:** Although SMAC's initial community-based reporting used paper forms, with funding from the Bill & Melinda Gates Foundation SMAC was able to move to a digital data collection system and expand the reach and type of data collected. The initial paper-based forms were streamlined into the digital system,
with added questions and indicators. According to Mohammed Jalloh, former Senior Program Manager for FOCUS 1000 and lead on SMAC’s digital data collection system, “The digital work built off of what we had done. It was never about the new cool technologies. Many people find the cool software and then figure out how to use it. For us it was the opposite—these are challenges and this is how technology can help us solve them.”

For the project, SMAC built a unique, customized Digital Data Collection System (DDCS) using a combination of software—ODK, KoboCollect, and TextIT. The system allowed SMAC’s vast network of stakeholders to submit actionable Ebola-related data from thousands of targeted, sometimes remote, communities across the country and facilitated two-way daily communication with all phone users.

Social mobilizers (including community mobilizers, religious leaders, and radio station managers) used mobile phones to collect daily alerts about suspected Ebola cases and any deaths in the community. These data were submitted through SMS into the DDCS system, which generated an automated response with an appropriate course of action (e.g., notifying the nationwide “117” hotline or the local hotline for reporting cases) and allowed for follow-up (e.g., SMAC could follow up with the hotline or to report back to the community). The daily alerts were shared with district-level officials tracking the disease.

Second, the mobile phones allowed for ongoing reporting from social mobilizers who submitted weekly performance data about SMAC activities, community perceptions of Ebola, and information about burials and deaths in their communities. The digital technologies SMAC used allowed project staff to customize the surveys for each different group of social mobilizers.

**ANALYSIS**

- The SMAC project provided access to phones and training on the DDCS to over 2,500 people. Fifty master trainers, 1,475 community mobilizers, 1,036 religious leaders, and 36 partner radio stations (in pairs or individually) received access to phones and were trained to use the DDCS and send real-time, community-based surveillance data, including information about deaths and suspected cases.

- SMAC compiled and shared weekly reports with key local and national response actors that highlighted concerns and feedback from communities and provided updates on SMAC’s community engagement in the priority districts.

- Accountability and reporting back to communities represented one major benefit of the daily alert process. SMAC staff suggested that prompt actions helped to save lives and strengthen trust between the communities and service providers. They reported on and used examples of actions that were delayed to advocate for service improvements. According to Katharine Owen, the SMAC Director, “We had concerns about establishing a parallel system with the daily alerts. But we discovered people might say they called 117 when actually they didn’t. But they still wanted to tell someone. Or we might find [the case] had been called in, and there was nothing happening. ... Or where it had been reported, our people on the ground were able to report back to communities what was happening. ... Whether the case was in the [formal case data collection] system or not, there is value in getting the information into the system or in being accountable and reporting back. This is important to maintain trust.”
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SMAC used their digitally connected network of social mobilizers and other community leaders to help assess the efficacy of messaging during a nationwide “stay-at-home,” during which citizens were encouraged not to leave their homes. During the stay-at-home, the government conducted a House-to-House campaign designed to educate people about Ebola and conduct disease surveillance. The second stay-at-home included a nationwide plan to distribute hand soap, but officials ran out of soap. Using its network, SMAC gathered and analyzed community perceptions (over 40,000 records) of the second lockdown and reported their findings to the NERC. According to Owen, “The data were able to demonstrate that if you promise everyone soap and not everyone gets soap, that is what they remember rather than the message given.”

Reusing and adapting survey software and analysis tools enabled significant savings in time and effort. FOCUS 1000, a SMAC member, conducted four KAP surveys in Sierra Leone, including three with mobile devices, that supported the overall Ebola response efforts. In addition to the KAP surveys in Sierra Leone, members of the FOCUS 1000 team trained another local NGO in Guinea, Sante Plus, with support from the CDC, to conduct a similar national KAP survey in Guinea in August 2015. Previous KAP work from Sierra Leone allowed the Guinea team to reuse and adapt the surveys and the analytical frameworks, saving time and effort. Using programmed tablets, the Guinea KAP data were collected from over 6,000 respondents across all eight administrative regions in Guinea within one month. The collected data were then swiftly analyzed with pre-programmed statistical analysis code, and key findings presented to the Guinea Ebola Coordination Center within three days after receiving the data.
CHALLENGES

► **Despite the benefits, SMAC staff reported several challenges in deploying digital technologies.** First, connectivity presented issues. The mobile phone network would break down, and the technical assistants for the mobile network operators were based outside of Sierra Leone. This caused delays for SMAC activities. It also took several months to set up the short code and functionality of the system to provide voice and data connections to all social mobilizers in the program. During the project, SMAC switched to a locally based provider to speed up the troubleshooting process, but then had to migrate the phones in a phased fashion to maintain services.

► **SMAC staff identified the “human element”—the training and support needed to take advantage of digital technologies—as another challenge.** “We underestimated the human resources needed to do real-time data,” reported Jalloh. Staff indicated that despite the goal of using real-time data to inform decisions, this was difficult. Jalloh noted, “The use of the system during the House-to-House campaign to get feedback from communities was perhaps the best illustration of real-time usage of the system wherein findings were shared daily with the NERC to inform decision-making.”

► **Another issue was cost.** SMAC’s activities required significant up-front financial resources to purchase the mobile phones and pay for recurrent costs associated with the data plans necessary for the surveys and the short code for the alert system. In addition, there were “hidden costs” in the form of hiring people to enter data and space to house staff members. Finally, SMAC staff spoke about the challenges of managing the devices. This included training people to use them, providing technical support when the devices broke, and decisions about what to do with the devices after the program ended.

► **SMAC staff reported that the amount of data represented a significant issue.** For the daily alerts, they hired “alert interns” who helped to manage the data. The interns were able to follow up to collect more detailed information to put into a dashboard, which was shared with district-level officials.

CONNECTING OTHER ACTORS

Skype Information Management/Geographic Information Systems (IM/GIS Group): Online Coordination and Data Exchange among Response Workers (Global)

**What:** The Skype IM/GIS channel was established in late August 2014 by the Digital Humanitarian Network (DHN) to meet this need. A variety of actors involved in health and humanitarian aspects of the Ebola response coordinated and delivered geospatial data sets to meet information management needs shared using this channel.

**Why:** Particularly during the early days of the 2014 Ebola outbreak, response organizations identified a need for detailed mapping of health, operational, and other information. Unfortunately, available or actionable data sets were limited, and there was no widely accepted, formal channel to request or share geolocation information.
Who: Members of the DHN, a network of the digital humanitarians who leverage digital skills to support humanitarian responses, created the Skype IM/GIS channel to facilitate coordination between formal humanitarian aid actors and this network of digital experts. According to Roxanne Moore, who served as DHN Ebola coordinator from December 2014 through June 2015, "The Skype group was an online group that was created organically. Prior to that, there was not an open space to collaborate. ... It was very chaotic." Participants in the Skype IM/GIS group included DHN members as well as staff of a variety of national and international organizations.

How: The channel served as a clearinghouse for requests for geographical and other information, and the tasking of creating new datasets and maps needed to support the response. This included mapping previously unmapped areas in Ebola-affected countries, and creating overlays such as: the location of Ebola treatment units and community care clinics; the population density of affected areas; border crossing points between affected countries and border crossing data; road blockades and quarantined areas where passage was restricted; and Ebola case and death counts by locality. Many of these datasets were later shared on the Ebola GeoNode or HDX.

ANALYSIS

- By August 2015 over 230 individuals from approximately 100 organizations had joined the Skype IM/GIS Group, some in their official capacity and others as off-hours volunteers. Up until May 2015 the group continued to host regular data exchanges, although increasingly about broader health and other needs that accompanied the affected countries' recovery after the crisis phase of the Ebola response.

- The IM/GIS channel supplemented existing, formal coordination mechanisms, and was used by many, including response workers in country, staff of international organizations working abroad, and members of the digital humanitarian community around the globe. This “open” model of ecosystem engagement enabled relevant actors to self-identify and self-organize around information needs largely outside of the context of formal mechanisms for information sharing by the response community.

- One of the primary advantages of the open Skype group was the ability to connect a range of remote and operational responders, often across multiple sectors of activity (e.g., health, technology, GIS). According to Moore, "Having such a large Skype group is a huge deal. We’ve never had anything this large. You had the U.S. government talking to NGOs talking to VTCs [volunteer and technical communities] talking to UN agencies. The de-siloing of [information sharing among] organizations is exciting." In this way, the Ebola response illustrated changes in how actors communicated.

- DHN members engaged more with each other and with a broader range response actors than in prior crises in which they had been deployed, due in part to OCHA’s limited operationalization in the response, a result of the creation of UNMEER. This represented both a maturation of the digital humanitarian community and the longer timeframe of the Ebola response. It also highlighted the opportunity for the formal humanitarian and health communities to think more holistically about how to embrace open models for ecosystem engagement, including with the digital humanitarian community, in its work moving forward.
Although numerous links existed between the IM/GIS group participants and formal response mechanisms and actors, a significant disconnect existed between formal and informal communications channels. This meant that some valuable information was lost.

The disconnect between communications on this channel and formal response mechanisms, and the lack of a widely accepted clearinghouse for operational data contributed to gaps in awareness of existing tools and duplication of effort. For example, several interviewees involved in the formal response were unaware of the mapping efforts of the digital humanitarians or of the existence of the Skype IM/GIS group.

The health aspects of the Ebola response posed a new set of issues, particularly around terminology and data privacy. “A health response is difficult, since we needed to learn how to de-identify health information, learn new terminology, and account for time length [of the response],” reported Moore.
DIGITAL NETWORKS: INTERNET-BASED EXCHANGE OF REAL-TIME CONTEXTUAL INFORMATION

Context experts with deep and long-term expertise in the languages, cultural traditions, and social, economic, and political histories of Guinea, Liberia, and Sierra Leone and with expertise in public health and emergency response contributed substantively to the social engagement and behavior change efforts. These individuals included social scientists—particularly cultural and medical anthropologists—former Peace Corps volunteers, and members of the diaspora.

Many of these experts were based elsewhere or unable to travel to the affected countries yet wanted to contribute. They mobilized networks using email, websites, Skype, listservs, and other Internet-based platforms to provide advice from remote locations in a timely way and with the clear goal of supporting a contextually relevant response.

Notably, many UN agencies and NGOs embedded anthropologists in their emergency operations teams. UNMEER hired an anthropologist to work across the response and affected countries, and other agencies, including the CDC and MSF, hired behavioral and social scientists to work on social mobilization efforts. In Guinea, at least four anthropologists were embedded in treatment units to assist with psychosocial efforts and to conduct research. The UK Department for International Development (DFID) funded research, policy-focused blogs, and a web-based platform—the Ebola Response Anthropology Platform—that aimed to facilitate a more effective, iterative, and adaptive response. A similar network, the Emergency Ebola Anthropology initiative was established in the United States.

The expertise of these individuals was crucial in helping to ensure a contextually appropriate response and in countering the resistance that Ebola teams faced in affected communities. For example, in the early days of the response, burial teams used black body bags, whereas in Muslim communities in these countries the color white signified mourning. The use of black body bags subsequently changed with feedback from these experts and affected communities, leading to the use of culturally appropriate white body bags. According to one health official, among other things the expertise of anthropologists and other behavioral scientists shifted understandings about the burial practices of different groups, and facilitated more clarity and precision in communications with affected communities. As a result, he said, “Messaging changed and became more adaptive and sensitive.”

The contextual and qualitative knowledge supplemented much of the epidemiological data used in the response. Juliet Bedford, the anthropologist who was embedded with UNMEER and then UNICEF, explained how she engaged networks of anthropologists: “I was asked specific questions [from responders] and would get those out to the network. We crowdsourced information and, working with a few key people, created a rapid synthesis and turned it into two-page briefs. We provided focused papers with key considerations. ... It was about getting information to the right people at the right time for strategy meetings.” In addition, members of the remote networks wrote to her with questions and
suggestions for responders, based upon their contextual knowledge. For example, did responders consider the effect of the rains on social mobility, and hence the disease’s transmission, or the use of roadblocks in a post-war context? She would then flag these issues for the response’s senior leadership, at both the global and country levels. The network produced a series of short two-page papers in English and French on topics of relevance for responders (e.g., handling bodies, mobilizing youth, clinical trials, and community resistance). 60
Humanitarian Data Exchange (HDX): Online Data Exchange among Response Organizations (Global)

**What:** The HDX, an open-source platform designed to serve as a central repository for both public and restricted humanitarian data sets, was under development when the Ebola outbreak struck. Although the tool was new, it became a repository for many of the data sets collected during the response.

**Why:** Although many organizations collected extensive amounts of data as part of the Ebola outbreak response, many of these datasets were not shared or easily accessible. According to Sarah Telford, manager of the Humanitarian Data Exchange (HDX), the goal of the platform was to “try to change the culture of guardedness around information sharing ... and to solve the problem of making [response] data more immediately accessible.”

**Who:** OCHA launched HDX in July 2014, just prior to the official WHO declaration of a PHEIC.

**How:** OCHA managed the HDX platform, inviting individuals to register through their organization to become “data contributors.” Contributors, in turn, were responsible for providing “metadata” (e.g., when and where data were collected, and by whom) and for keeping their datasets up to date. Due to organizational policies or other privacy concerns, some organizations used a privacy setting to enable data sharing only among their staff. UNMEER, for example, requested and used a closed portion of the platform. The majority of HDX data sets were available in machine-readable formats that enabled the aggregation, analysis, and visualization of the data, facilitating the use of data for making decisions.

**ANALYSIS**

► **Although use of HDX occurred primarily in limited pockets, the platform did amass a significant number of datasets and a considerable usership.** According to one official, “HDX has helped a lot as a very visible platform. People can see in one place, here’s the data.” As of March 2016, HDX had nearly 60 public data sets, and 23 private data sets related to the Ebola response, contributed by 29 organizations. Those data sets have been downloaded nearly 18,000 times, and HDX users have downloaded the vast majority (72 percent) of data sets at least 10 times. Of those more commonly accessed data sets, 30 have been downloaded at least 100 times, and 3 have been downloaded over 1,000 times. Those downloaded over a thousand times were maintained by HDX, OCHA’s West and Central Africa office, and UNMEER. Two contained epidemiological data and the other contained data about Ebola treatment centers.

► **To fill the data gap about the location of Ebola treatment units, in August 2014 volunteers scanned the Internet looking for these data.** Simon Johnson of the British Red Cross geocoded these treatment units and visualized their locations on a dashboard. Once these secondary data were posted to HDX as open data, other organizations provided feedback, including more precise location data. For Liberia, the U.S. Department of Defense added detailed plans of the proposed location and anticipated opening dates for new treatment units. In this way, opening these data and posting to a central location improved the accuracy of the data and prompted new uses for the data.

“The lack of standards makes it so that you can’t create a common operational data picture based on multiple sources and types of data. You can only look at it data set by data set.”
The platform made it possible to gather datasets from a variety of sources and contributors. These included formal response organizations (UNMEER, WHO, OCHA’s West and Central Africa Offices, NGOs, and the U.S. Department of Defense) as well as digital humanitarians (the Humanitarian OpenStreetMap Team and Standby Task Force).65

A pilot program involving data collection about IPC in Guinea enabled tracking of IPC training efforts across response actors. OCHA and HDX, in conjunction with the Guinean Ebola coordination center, USAID, and IPC partners, launched the pilot in order to respond to a senior Guinean government official’s inquiry about how many individuals in Guinea had received training in IPC. Using a participatory process to identify key indicators, the group agreed on a common matrix using an Excel spreadsheet with pre-populated indicators and dropdown options (e.g., location data and health facilities) to minimize the time required to update the spreadsheet and data entry errors. The spreadsheet was posted on Dropbox, allowing broad access to all partners. Partners updated their information on a weekly basis and HDX analyzed and visualized the data.
A lack of established standards made it difficult to compare and compile different data sets. “The lack of standards makes it so that you can’t create a common operational data picture based on multiple sources and types of data,” explained Telford. “You can only look at it data set by data set,” she said. In addition to needing data in common formats, response actors needed data in a common language—such as by standardizing the use of whether a treatment unit was documented as a clinic, a hospital, or a mobile health facility. The Humanitarian Exchange Language (HXL), also created by OCHA, developed a shorthand version for language-based standards by adding a row of hashtags to help make terminology compatible across data sets (e.g., #gender to refer to a column of data about the gender of beneficiaries). Yet because HXL was not widely used by actors publishing data sets to HDx, it was difficult to merge multiple data sets, such as adding a health facility layer to a map illustrating the availability of Internet coverage.

HDX had launched in beta form just prior to the Ebola outbreak, so it was not widely known or used at that time. “There is an exhaustion in our community [from seeing too many] unsustainable platforms that become data graveyards,” said Telford. “HDX was a new platform, so there was a little bit of hesitation [where people wondered if] this was another one-off. That prevented people from wanting to share their data,” she added. The HDX team sought to address this concern by being responsive to data providers’ needs, including helping data contributors ensure the metadata were entered correctly, and in providing troubleshooting support in getting data sets uploaded to the platform.

There is not yet a widely established culture of data sharing in the humanitarian community. Since the practice of publishing machine-readable data sets to shared access platforms is still relatively new, the mechanisms or incentives did not yet exist for data producers to publish appropriately anonymized data sets. Yet for those groups that did contribute data, there were multiple examples of shared, consumable, open data sets that created value. In one example, the New York Times used the machine-readable Ebola case and death data set (available on HDX) to create an interactive map that was featured on the homepage of the news outlet’s website for a day. This was an example, Telford believed, of data use by third parties to reach audiences that data contributors alone never could have reached.

A dearth of data literacy among humanitarians meant that in addition to streamlining requested data, HDX staff needed to provide capacity building by proactively engaging organizations to train them on how to use the platform as well as to prompt them to input their information, requiring significant staff time. “We’re a narrative-based culture, [so] this was a real challenge,” Telford said. According to another official who worked on a data collection effort posted on HDX, “I realized the problem is a capacity issue. The ones that were regularly contributing data had a focal point who is responsible and accountable.” The need for stronger data literacy was especially acute among national staff in the most-affected countries in West Africa, creating a heavy reliance on international partners that slowed the use of data to support the response.
**MISSED OPPORTUNITIES**

The vast majority of data and information exchange in the Ebola outbreak response happened in the context of verbal, radio, and paper-based communications. In this context, how does one assess or test the value of digital technologies in the Ebola outbreak response? Providing evidence of the value of a missed opportunity would require measuring chains of information transmission that, due to a variety of constraints, simply did not exist in the response. Two sets of insights emerge from the response.

**Insights from Paper-based Information Flows**

To understand where information did not flow, it is useful to ask: Who did not receive information that could have been beneficial to the response? In this analysis, an obvious starting point is to consider the most widely used one-way vertical flow of information "up": case data reporting.

As detailed in the Data Use and Digitization section, case data largely flowed one way and up from local to national and international decision-makers. An NGO official in Sierra Leone observed, "[We had] a very top-down, vertical approach. We can't be just vertical." To realize the value of digitized information, vertical communications should be seen as the start, not the end, of an information exchange. Ideally communications should entail two-way information exchange (both "up" and "down"), as well as horizontal exchanges among peer groups, and benefit from communication among multiple nodes.

What if, for example, aggregate case counts, once gathered at the top of the information pyramid, had been regularly and deliberately shared back "down" to health workers reporting the data? "One thing we're emphasizing is flipping the information flows so that they are community-driven rather than top-down," one government official said of efforts to strengthen the response. One can imagine how contextualized data returned to the point of data origin—such as a rise in Ebola caseload in a neighboring district—might have empowered health workers with important situational awareness that could have improved local preparation and decision-making. Where, for example, could behavior change communications efforts have been best focused to help stem the spread of the disease? And where might critical supplies like personal protective equipment, need to be pre-positioned? Although in some cases such exchange did happen, it was not widespread or consistent across the response.

Separately, many interviewees observed how the vertical, upward flow of information often occurred without clear understanding on the part of data collectors about how such data would be used. The example of the misuse of unique identifiers described above illustrates how a lack of contextualized understanding of data use negatively affected the quality of data and further affected the delivery of services. A lack of contextualization also reduced incentives for data collectors to understand the purpose and potential impact of the data they collected. One national official articulated how reversing the flow of information could help to create ownership and a culture of data use, beginning with those collecting the data: "If you want to engender a culture of data collection and reporting, and improve the quality of the data, you must provide reasons why that data should be collected. ... Let [data collectors] understand that data is their data. ... If you expect that person to report just counts—number of cholera cases, malaria, etc.—let them be able to compare if it was higher this month compared to last month. If it is higher, what’s the reason, what can I do in the facility to ensure it’s not high next time. ... Even at county level they’re just sending it forward."
This contextualization of data for data collectors, such as frontline and other health workers, would require a fundamental paradigm shift in the way health data are collected, analyzed, and used. Perhaps more aptly, it would require a paradigm shift in the larger practice of global public health for decision-making by expanding the role of local health workers from agents of local data collection and service delivery to agents of local decision-making, who are empowered with contextualized insights in real or near-real time.

**Insights from Digital Information Flows Beyond the Formal Response**

Even within the context of digitized data and information flows, there were missed opportunities to maximize the value of digitization. Some of these missed opportunities—including the lack of interoperability between digital systems, minimal use of machine-readable forms, and the lack of networked digital data-entry systems—were identified earlier in this report.

Other examples from outside the formal response delivered by governments, donors, and response organizations also show where digitized information flows added value, but were not fully leveraged in the response. Formal and informal responders adopted widely used communications enabling many-to-many communications—platforms like Google documents, Skype, and WhatsApp—to exchange information with a variety of individuals experiencing the crisis or participating in the Ebola outbreak response. Yet due to organizational and institutional restrictions on the use of communications platforms, many did so acting in their individual capacity. The sharing of information within these channels, therefore, occurred informally and outside of official coordination channels.

Because knowledge about these channels spread via social networks and word of mouth, many response actors were unaware of the existence of these channels. The disconnect between communications on these channels and formal response mechanisms, and the lack of a widely accepted clearinghouse for operational data, contributed to gaps in awareness of existing tools and duplication of effort.

At the global level, staff members of government, UN agency, NGO, and other response actors joined a Skype chat group, often using personal accounts, to identify and share common geographic and other Ebola response information management needs. As detailed in the Skype IM/GIS Group case study, this group functioned as an informal (i.e., non-authorized) Skype chat group that created horizontal, and multi-directional information flow across a range of actors. At its peak, the Skype group included a total of 232 active users from 92 organizations. Requests for information ranged from GIS data on health facilities in the most-affected countries and Ebola case data to population distributions and movement restrictions or blockades.

At the community level, United Methodist ministers communicated with one another and other members of their community directly through a self-organized WhatsApp channel. These horizontal, two-way information flows created feedback loops that enabled the immediate sharing of local and time-sensitive information. In at least one case this led to directly actionable insights that likely saved lives with the rerouting of an Ebola patient from an unprepared clinic to a hospital that was able to provide treatment.

The use of these informal channels demonstrates the value of real-time, peer-to-peer horizontal information sharing among actor groups, such as responders and community leaders, and the breadth of the individuals’ networks sharing information relevant to the operational response. Where insights were exchanged on these channels outside of the context of the formal response, critical insights frequently were lost.
<table>
<thead>
<tr>
<th>Technology</th>
<th>Definition and Use</th>
<th>Benefit</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMS</td>
<td>SMS stands for Short Message Service and is commonly referred to as a “text message.” Most cell phones and mobile network providers enable cell phone users to send SMS messages of up to 160 characters in length to another device connected by a mobile network or wifi signal.</td>
<td>SMS is a cost effective way to communicate with frontline health workers and field staff using bulk messaging.</td>
<td>mHero: The Liberian Ministry of Health uses SMS messages to communicate with its remote health workforce in real-time.</td>
</tr>
<tr>
<td>Wifi</td>
<td>Wifi is a technology that uses radio waves to wirelessly connect computers, smartphones, and other devices to the Internet and to one another within a set area of physical proximity.</td>
<td>Wifi can extend connectivity to anyone within reach of the wifi signal. If installed at a central location. Wifi can be shared among multiple responders.</td>
<td>Ebola Connectivity Response Initiative (ECRI): This consortium of partners leveraged an undersea fiber optic cable to extend connectivity through a point-to-point wifi network, extending Internet access to health clinics and responding organizations in remote areas.</td>
</tr>
<tr>
<td>Short code</td>
<td>Short codes are short telephone numbers that can be used from a cell phone to enable SMS or multimedia messages to be sent from particular entities to mobile network subscribers, and vice versa. Short codes that work across multiple mobile network operators are referred to as common short codes.</td>
<td>Short codes can be reverse billed, which allows the sender (e.g., a health ministry, UN agency, or other entity) to pay the cost of the message. Short codes can be disseminated widely.</td>
<td>U-Report: UNICEF used a short code-based SMS platform to facilitate youth engagement in identifying common knowledge, attitude, and perceptions about Ebola to inform messaging about preventing Ebola's spread.</td>
</tr>
<tr>
<td>Sync capacity</td>
<td>Sync capacity refers to being able to input data when the computer is or is not connected to the Internet. All data can be automatically updated when the computer is connected through wifi, satellite, or other technology (e.g., VSAT/BGAN).</td>
<td>In places where connectivity or power is sparse, data can be automatically uploaded and harmonized across multiple computers or locations.</td>
<td>Sense: In Nigeria, contact tracers used smartphones with this software, which allowed both on- and offline data collection in areas with limited mobile network connectivity.</td>
</tr>
<tr>
<td>Geographic Information Systems (GIS)</td>
<td>GIS tracks and identifies a precise physical location for people or buildings.</td>
<td>GIS can be configured to automatically and accurately locate patients or Ebola contacts, as well as health facilities or other services.</td>
<td>CommCare: Adding geolocation information to contact tracers' mobile data collection forms increased transparency and accountability for data collected.</td>
</tr>
</tbody>
</table>
LESSONS

The real-time information flows profiled above suggest a series of lessons from the Ebola outbreak response, and for health and humanitarian preparedness and response more generally.

- **The use of digital technologies in the response enabled access to more timely data across large distances and diverse actor groups.** This was particularly critical in the context of gaining rapid access to case data and to behavior change communications, both of which were critical to containing the disease.

- **Digital technologies enabled peer-to-peer, horizontal messaging at scale, and the transfer of data and information “up” as well as “down” and “up and down” through feedback loops.** Yet many digital programs did not use digital technology to its full potential in this respect, frequently because tools and platforms leveraging this functionality were launched just prior to the outbreak (e.g., mHero, HDX) and not used at scale during the course of the response.

- **Creating a two-way, real-time exchange between the central health ministry and its workforce enabled a significant transformation in the response.** It enabled the government to benefit from a real-time sensing capacity, and to provide health workers with context to the data they produced, creating new insights, incentives, and accountability.

- **Health workers played a critical surveillance role in detecting disease outbreaks and their spread, and when empowered with digital technologies they could report these data in a timely way.** Yet even where they had access to mobile networks, health workers lacked basic digital literacy or the trained enumerator skills necessary to gather survey data.
The introduction of digital technologies does not remove the need for human capacity and leadership; indeed, in many cases, it magnifies it. The Ebola crisis exposed critical gaps in the human capacity needed in the outbreak response. This capacity gap slowed the outbreak response and hindered the ability to rapidly gather, share, and use digitized data flows for decision-making.

Specifically, the data demands of the outbreak response highlighted the need for greater investments in a cadre of data experts with a wide variety of technical skills, including software engineering, data management, analytics, visualization expertise, and workflow integration. This human capacity gap was most acute at the national level, but apparent among international responding organizations as well.

The demands of the response made it difficult to build national capacity while meeting operational needs, emphasizing the importance of building this capacity in preparedness for future emergencies.

In the context of largely paper-based health data systems at the national level, there was little established practice or demand for leveraging real-time insights from digital data. This meant that national actors frequently were unprepared or underprepared for the integration of digitized data both from a process and a policy (including workflows and decision-making) perspective.

The most-affected countries possessed fledgling digital health systems that, in most cases, were built to address specific diseases or aspects of public health delivery (e.g., HIV/AIDS or reproductive and maternal health) rather than an integrated health systems approach. This siloed and vertical orientation of information was a barrier to a holistic picture of public health data and the ability to make rapid, data-driven decisions during the outbreak response. This will continue to impair health outcomes until standalone systems are better integrated.

Some of the most successful uses of digital data and information flows were those that took a hybrid approach, incorporating word-of-mouth, paper-based, and analog channels alongside the use of digital technologies. Programs such as Naymote or DeySay were able to reach both online and offline communities, and yielded rich, locally relevant data.

Interoperability between digital systems can unlock powerful advantages, but takes time and requires careful attention to standards and terminology in addition to technical platform integrations.

Other challenges facing digitized data and information flows included a lack of standards, or lax adherence to standards in an emergency context, limited use of machine-readable data, and a lack of networked digital data entry systems.

Many digital health programs received a surge of attention and funding due to the resources unleashed with the declaration of a public health emergency; most times these resources are one-off. Ongoing program needs will require continued donor support and/or new business models to be sustainable over time. In some cases, the program was possible only due to significant donation of in-kind resources that are likely not replicable outside of the context of an emergency.
RECOMMENDATIONS

THE VALUE PROPOSITION OF DATA AND DIGITAL TECHNOLOGIES

The response to the Ebola outbreak in West Africa shone a spotlight on the critical importance of timely and accurate data and information flows to combat the disease's spread and deliver effective and targeted action. The majority of data and information moved by voice, radio, or paper. Where digital technologies were used they permitted critical, time-sensitive data and information to quickly scale the distances of space and time. In addition to the quantitative efficiencies gained, digital technologies also enabled important qualitative differences.

Advantages of Digitized Data and Information Exchange

Why does the digitization of data and information matter? In the context of a fast-moving disease outbreak like Ebola, the timeliness of information is critical to an effective response.¹ The quantitative efficiencies of digitized data include the ability to more quickly collect, manage, and share data and information. Perhaps even more compelling, however, are several important distinctions that permit digital technologies to enable qualitatively different action.

Specifically, by enabling the rapid exchange of data and information across the scales of distance and time, digitization enables qualitatively different information and data exchange due to an increased:

- **Plurality** of actors participating in connected and real-time or near real-time information exchange, including:
  - national governments
  - traditional response and donor organizations (such as foreign governments, NGOs, and intergovernmental organizations like UN agencies)
  - frontline or extension workers (such as community health workers, contact tracers)
  - citizens/affected populations
  - “remote” responders supporting the formal response (such as the digital humanitarians, members of diaspora groups, and context experts)

- **Directionality** of information exchange, including:
  - “up,” as in case data reporting up to a centralized point
  - “down,” as in SMS behavior change messages down to many decentralized points
  - “up” and “down,” as in tools or programs that exchanged information in both directions
  - “horizontal,” as in communications within or between peer groups active in the response

- **Nodes**² of information exchange, whether:
  - one-to-many, or many-to-one (as in SMS questions from health ministries to health workers, and responses from health workers back to the ministry)
  - many-to-many (as in the case of chat platforms, such as Skype and WhatsApp, being used by response workers for informal, real-time coordination)³
Implications for Decision-Making and Programming

The above qualitative distinctions in the way data and information move in a digital context create a variety of opportunities for improved decision-making. These include:

- Increased accountability, incentives, and insights:
  - **accountability**, such as through timestamps and/or global positioning system (GPS) identification on the point of data collection, or in the real-time or near real-time availability of data for program managers, making it possible to manage people and resources in a timely way
  - **insights**, such as sharing back contextualized data and information to the point of origin, which can enable better-informed local decision-making
  - **incentives**, such as through horizontal, peer-to-peer information exchange that created motivation to take on difficult and at times dangerous tasks

- Increased **ease of sharing data and information** and **devolution of decision-making**, both down to many decentralized points and horizontally among peer groups, which facilitated information sharing across data silos and supported coordination

- Increased ability to **create continuous two-way feedback loops** through the sharing of contextualized data and information back to the point of origin

- Increased ability to **implement continuous learning and adaptive programming**, in which a program or activity is modified and adapted in real- or near real-time, according to the right information processed at the right time by relevant decision makers

---

**FIGHTING EBOLA WITH DIGITAL: INSIGHTS FROM NIGERIA’S SUCCESS STORY**

How might the Ebola outbreak have unfolded differently had stronger digital health systems been in place throughout West Africa? Ebola hit hardest in Guinea, Liberia, and Sierra Leone. But it also affected the neighboring countries of Nigeria, Senegal, and Mali, where outbreaks were quickly contained. What accounted for the difference in Ebola caseloads? A variety of factors played a role: stronger health systems, a functioning Emergency Operations Center (EOC), a strong health workforce and overall better preparedness, which together affected the overall response. Although data digitization by itself did not lead to the successful control of Ebola in Nigeria, a closer look at Nigeria’s success story shows, among other factors, the critical importance of preparedness plans for health emergencies, and the value of timely adaptations of existing disease outbreak protocols and existing digital health infrastructure.4

Ebola made its way to Nigeria when, in July 2014, an infected Liberian man traveled to Lagos by airplane, setting off a chain of transmission that infected a total of 19 people, killing seven. According to the WHO, after the first Ebola case was confirmed health officials were able to quickly adapt existing health technologies and infrastructures to respond.5
To combat the Ebola outbreak, Nigerian officials modified their existing polio outbreak system and a corresponding preparedness plan. The use of the IHR reporting meant that Nigerian officials were quickly notified of the arrival of the Ebola case and consequently were able to mobilize a timely response. Based on prior government experience using an Incident Management System to handle health crises, including a recent polio outbreak, the Nigerian government appointed an incident commander and set up an EOC that is largely credited with playing a central role in containing the Ebola outbreak.

A key aspect of the EOC’s immediate operations was the rapid tracing of contacts. Nigeria’s index patient generated a total of seven fatalities, 19 cases, and 894 contacts who were monitored for symptom development through approximately 18,500 face-to-face visits by contact tracers. Working in partnership with eHealth Africa (eHA) and other partners, the EOC put into motion a digitally supported, real-time digital workflow to increase the rapidity with which critical and time-sensitive contact tracing data would be available for decision-making. This digital approach to tracking, aggregating, and visualizing contact tracing data in the Nigerian response used a suite of tools, including ODK, FormHub, ArcGIS, and eHA’s Sense android app, which was developed during the response to capture 21-day follow up information—the critical window of time required to confirm that someone potentially exposed to the Ebola virus had not been infected.

An NGO official working on digital health systems at the time of the outbreak reported, “We knew that in Lagos, where the infection was, poor mobile phone network connectivity meant that to have real-time data we need[ed] to give [contact tracers] smartphones preloaded with [contact tracing] software. That’s how the teams were able to respond immediately, and how everyone who needed information got it.”

The Sense tools functioned in both online and offline environments, enabling data collected by contact tracers in offline areas to automatically sync as soon as their smartphones were brought back in range of a functioning mobile network. Contact tracers were equipped with phones pre-loaded with credit for calls, SMS, and mobile data. Credit was topped up automatically, removing the potential barrier of lack of credit in submitting contact tracing reports. Sense tools also made it possible to generate a multitude of dashboards for various stakeholders and to auto-generate notifications to key decision-makers.

In contrast, in all three countries most affected by Ebola, health workers entered information about contacts primarily on paper, which data managers then manually transferred to electronic format. This resulted in situation reports based on data that ranged between three days and two weeks old, a critical delay in the face of a fast-moving disease.

Nigeria’s existing and more robust health systems and health information systems, as well as its strong digital infrastructure, were essential to its ability to rapidly identify and isolate cases, halting the spread of the disease before it spiraled out of control. The existence of digital tools, capacity, and systems enabled the adaptation and immediate use of integrated disease surveillance and reporting systems. Together, these resources and actions enabled officials to prevent a catastrophic outbreak in Lagos, one of Africa’s most populous cities. Nigeria’s response to Ebola highlights the critical role of appropriate technologies, adaptability, and preparedness planning in ensuring health system resilience.
RECOMMENDATIONS

These distinctions in how data and information for decision-making are gathered and shared can provide important benefits, including enabling better informed and more targeted and effective service delivery by understanding rapidly evolving needs from a variety of perspectives. Yet in the Ebola outbreak response—as is true elsewhere in development, global health, and humanitarian assistance—the full potential of digital technology to improve programs and outcomes has yet to be reached. The following recommendations elucidate practical next steps that humanitarian aid, development, and health actors can take to act upon the lessons identified in the body of this report.

**FIGURE 14: Recommendations in Focus**

Assess and Invest in Digital Connectivity Infrastructure

Timely and accurate data and information flows were most possible with digital technologies, yet in many parts of the three most-affected countries digital networks were unreliable or simply unavailable. Investments in extending the reach of digital connectivity should be seen as a fundamental component of strengthening resilience to future health and humanitarian emergencies.

RECOMMENDATION: Invest in physical infrastructure that extends digital connectivity.

RATIONALE: Increase resilience in the context of health, humanitarian, and other crises

SUGGESTIONS FOR OPERATIONALIZATION

- **Explore partnerships to create business models** that work, potentially including development funding, to build out infrastructure in areas where market incentives do not otherwise exist.¹²

- **Create incentives to expand digital infrastructure.** This could include public-private partnerships, subsidies, or tax-based incentives to help MNOs reach rural communities.¹³

- **When building out digital infrastructure, consider power and seek alternative models to enable reliable power.** Solar panels, for example, could be outfitted to key government ministries, prioritizing those responsible for managing critical data sets in emergencies, and to district health facilities.

- **Encourage infrastructure sharing,** such as base stations, to decrease the cost of network expansion. This might require incentives, such as tax breaks, to encourage sharing.

- **Encourage long-term thinking and scale in network investments so that emergency-related investments in digital infrastructure last beyond the emergency phase.**

- **Explore alternative models to extend connectivity,** such as TV white space, and balloon-, drone-, or low-orbiting satellite-based Internet connectivity to extend coverage in remote or hard-to-reach areas.

“The last 15 years have seen a revolution in ICT and mobile technologies. Ebola shone a spotlight on the ineffectiveness of past health systems strengthening efforts; there is growing evidence that ICT and mobile are a vital part of the solution to build resilient health systems.”¹¹
FIGURE 15: Predicted Zoonotic Niche of Ebola as Compared to GSM Network Coverage for West Africa

West Africa: Predicted Zoonotic Niche of Ebola Virus and GSM Network Coverage

Data Sources
GSM Network Coverage: © Collins Bartholomew Ltd, 2014
Prediction Surface: Institute for Health Metrics and Evaluation. Spatial Epidemiology of Ebola Virus Disease - VizHub, Adapted and Updated from Pigott et. al, 2014 published in eLife

Map created by the USAID GeoCenter, 2016

Names and boundary representation are not necessarily authoritative. GSM Network Coverage Only Shown Where Data Available
RECOMMENDATION: Conduct baseline, country-wide ICT assessments to gauge the reach, quality, and citizen access to mobile and broadband connectivity, and publish findings on shared repositories using machine-readable formats.

RATIONALE: Understand where to prioritize investments to extend the physical infrastructure that enables digital connectivity.

SUGGESTIONS FOR OPERATIONALIZATION

- Work with mobile network operators and Internet service providers to develop protocols for reporting data that identify connectivity “cold spots” in order to prioritize them for delivery and easy identification in an emergency scenario.

- Support the development and deployment of a baseline ICT assessment framework, and an online repository for such assessments to be shared publicly. Assessment categories might include: citizen literacy and digital technology uptake and common citizen digital use patterns; mobile and Internet network reach and capacity by geographic area; e-payments infrastructure capacity to deliver payments to frontline workers and other actors; national health information systems’ capacity to manage routine and health crisis-related data; and a mapping of other commonly used digital information systems that can be used for real-time data and e-payments management.

- Support the development, sharing, and adoption of standards to assess consumer access and the reach of digital technology. This could include emergency response protocols that enable the rapid assessment of the potential of an emergency scenario (whether conflict, disaster, and/or health related) to affect mobile and Internet network capacity, as well as the likelihood of response demands to burden existing physical infrastructure.
RECOMMENDATION: In an emergency, develop and implement emergency protocols for rapid updates to baseline country-wide ICT assessments gauging the reach, quality, and citizen access to mobile and broadband connectivity.

RATIONALE: Understand to what extent mobile and broadband technologies can support the response, by cataloguing the effects of an emergency on baseline connectivity infrastructure and access and seeking ways to rapidly fill critical connectivity gaps.

SUGGESTIONS FOR OPERATIONALIZATION

- Develop and share protocols for quickly assessing the ICT infrastructure in a country as an essential component of emergency preparedness and response.
- Identify and designate a lead agency to implement the protocol on behalf of the international community.
- Include as part of the rapid ICT assessment updates to the baseline assessment of mobile and Internet network capacity and latency by geographic area, and the operational and business viability of MNOs in an emergency. Such assessments could update the baseline ICT assessment with critical post-disruption updates, and could be automatically triggered with the activation of the deployment of the Emergency Telecommunications Cluster in a humanitarian emergency.¹⁴
- Encourage aid workers to download and use applications that report the availability of mobile networks to crowdsource a picture of network connectivity. These apps could be linked to apps such as OCHA’s HumanitarianID¹⁵ or others designed for use in emergency situations.

Assess and Invest in Workforce Capacity

Using digital technologies does not remove the need for human capacity; it increases it. The Ebola outbreak illustrated the critical need for technological literacy and capacity, specifically that of staff and national communities of practice who were best positioned to deploy quickly and support long-term recovery efforts. The best time to build human capacity, however, is before an emergency hits. The data and information demands of the response made it difficult to build national capacity while meeting operational needs. Moreover, the volume and velocity of data and information collected and shared occasioned the need for specific expertise, including a cadre of epidemiologists, data scientists, data visualization specialists, and data analysts to manage, interpret, and render data useable.
RECOMMENDATION: Build staff technical capacity and data literacy.

RATIONALE: Leverage digital systems and real-time data in support of operations, programs, and decision-making

SUGGESTIONS FOR OPERATIONALIZATION

► Assess existing staff capacity in data and digital literacy, informatics, software engineering, and other technical areas, identifying where staff capacity is thin.

► Build capacity of existing staff and retain new staff with relevant expertise to support a cadre of data and digital experts with specialized knowledge of digitized data collection, sharing, management, analysis, and use for decision-making to help quickly aggregate, manage, and interpret (digital) data. Many response actors—NGOs and donors—need to recruit for and grow their workforce's technical capacity. This includes: technical capacity to collect, manage, and analyze data in an ethical and responsible way; methodological expertise requiring a clear understanding and awareness of what data to collect and how; the capacity to input and manage large quantities of data; and mastery of data analysis and visualization.

► Support the development of technical capacity among host country national governments and at the regional level, such as through technical associations. During the Ebola outbreak, the most-affected countries had to request and wait for technical assistance from outside experts to adapt their HIS to track Ebola cases. Critical time, information, and ground in the fight against Ebola were lost waiting for outside experts to make these adaptations.

► Support digital literacy and the regular use of digital technologies within national governments, local organizations, and response agencies, both to strengthen health systems with routine reporting and to enable proficient use of digital technologies in the context of an emergency response.

► Deploy data managers and analysts in an emergency alongside sector experts to provide critical data capacity needed to support operations and decision-making.

► Invest in and grow niche expertise. The data demands of the Ebola outbreak response required unique and hard-to-find skill sets that encompassed global health, epidemiology, data science, and technology expertise. Although the combination of sector and technological expertise is rare, it is valuable to governments and response organizations, both in ongoing program management and during crises.

► Address the salary competition governments face in the retention of top technical talent. Alternative models could include limited-term fellowship positions or senior executive service models with pay at slightly higher rates than normal government salaries.

“The tech team that should have been on the ground wasn’t there. We needed someone with technology and health expertise. You can’t have a tech person who hasn’t worked in health do this. You need technology and health and development people to ask the tough questions. This wasn’t happening.”16
Assess and Invest in Institutional Capacity

The Ebola outbreak illustrated the critical need for increased institutional capacity. The volume and velocity of data and information challenged institutional capacity to effectively collect, manage, and use these data and related digital systems. Specifically, institutions—both in-country and internationally—often lacked the policies, processes, and workflows required to enable real-time or near real-time information to drive decision-making and enable an adaptive approach to programming.

RECOMMENDATION: Build institutional capacity to leverage digital systems and real-time data.

RATIONALE: Leverage digital systems and real-time data in support of operations, programs, and decision-making

SUGGESTIONS FOR OPERATIONALIZATION

- Assess existing institutional capacity to leverage digitized data and information flows, and to enable adaptive, data-driven programming, noting where deficits exist.

- Implement change management strategies to increase institutional capacity to address existing deficits. This may include organizational policies, processes, staff positions, workflows, and budgets required for implementation (see textbox on opposite page).

- Designate an internal champion to shepherd the change management strategy, and to regularly assess how expenditures need to be realigned to meet changing needs.

- Establish a national digital health committee or technical working group to guide and support the deployment of digital health information systems.
INSTITUTIONAL CHANGE MANAGEMENT STRATEGIES FOR DIGITAL TECHNOLOGIES

The 2016 report *From Principle to Practice: Implementing the Principles for Digital Development* provides guidance about the institutional reform processes needed to keep pace with the changes the integration of modern ICTs present for the international development, global health, and humanitarian assistance sectors—a field some refer to as “digital development.” Although a relatively new phenomenon, the integration of tools like the mobile phone is increasingly widespread and demands the following:

- To fully mature, the field of digital development must be recognized as its own interdisciplinary field that requires professionalization and institutionalization, involving specialized and dedicated training as well as institutional reforms.

- Institutions should treat digital development as a cross-cutting and foundational field, using it to improve program delivery and development outcomes by (1) integrating digital development strategies early, and (2) tying digital development data to adaptive programming. This may require modified or new workflows.

- Institutions must have a vision and strategy for implementation that is adequately resourced, enabled by supporting policies and processes, and supported by an implementation or institutionalization strategy, with milestones identified to measure progress.

- Institutions should assess whether existing policies and processes support adherence to this strategy. Where existing policies and procedures inhibit the integration of best practice, organizations should set reforms in motion.

- Institutions should assess staff and technical capacity to implement the strategy across operations and programs, and at various stages of implementation.

- Institutions should integrate best practice by building staff capacity across sectors and geographies, and operational units, such as through trainings and supporting knowledge exchange among staff, making best practice sector- and business-process specific.

- Organizations should monitor and measure success in implementation of the strategy, building in opportunities to reward success and learn from failure, with corresponding incentives.
Assess and Advance the Enabling Policy and Regulatory Environment

The Ebola outbreak response highlighted a series of deficits related to the policy and regulatory environment to support the use of digitized data and information flows. These included tensions between data sharing needs on the one hand, and privacy and security concerns on the other, and the need for emergency preparedness protocols for data and digital information management. Although privacy protection and ethics often stand alone as separate recommendations, putting them into practice and making them meaningful requires that these considerations be integrated into policy and regulatory processes and protocols, as well as capacity-building activities. Addressing these policy and regulatory deficits requires the development of preparedness protocols in advance of an emergency that could be triggered with the declaration of a PHEIC or a Level-3 Humanitarian Emergency.

**RECOMMENDATION:** Negotiate preparedness protocols with key actors (governments, MNOs, and regulatory bodies) to increase network access in emergency situations.

**RATIONALE:** Enable an understanding of the capacity and limitations of mobile network connectivity, facilitate rapid collaboration with key actors, and support the deployment of ICTs during an emergency response.

**SUGGESTIONS FOR OPERATIONALIZATION**

- In advance of an emergency, negotiate a process to secure the public availability of connectivity maps of mobile network providers operating in countries affected by an emergency. (See related baseline ICT assessment recommendation above.)

- In advance of an emergency, negotiate with MNOs to obtain short codes that can be used to support an emergency response, and those that can be used to support ongoing SMS-based communication between ministries and their remote workforce, particularly for health and social sector programs.

- Short codes should have reverse billing capacity, so that charges for messages sent over the system are borne by a government or other specialized agency, not the individuals receiving and sending responses.

- Ensure emergency short codes are given priority on mobile networks so that if network capacity is limited these messages will still be delivered.

- Designate emergency response short codes to be distributed to and accessible by response organizations in emergency settings. Some organizations could be pre-approved to reduce the vetting process in an emergency context.

- Negotiate protocols to share aggregated mobility patterns from mobile CDRs to assist emergency responders.
RECOMMENDATION: Support the development of digital health strategies connected to interoperable emergency preparedness protocols

RATIONALE: Link emergency health data systems with national routine health data systems, such as disease surveillance, to make standing up emergency systems during a crisis easier and faster, and to improve data quality.

SUGGESTIONS FOR OPERATIONALIZATION

- Design protocols for emergency data-standards development to simplify and harmonize data collection in a crisis. For example, a joint public health advisory board for a particular crisis could be tasked with agreeing upon developing common working standards (e.g., case definitions, indicators) within a period of days of the declaration of a PHEIC or a Level-3 Humanitarian Emergency. This body should work with existing humanitarian coordination bodies, such as OCHA and the humanitarian health cluster led by WHO, to designate or create temporary standards for the specific emergency, if needed. Immediately following the announcement of public health advisory board designated standards, an associated technology advisory board would then be responsible for developing and publicly posting the associated software code to ensure interoperability of these data across commonly used data systems.

- **During a crisis, emergency data standards should be reviewed on a periodic basis** (such as once a month) to assess and update standards, and to push out related changes.

- **Leading international health authorities, such as WHO and CDC, should publish working emergency data standards and liaise with country governments to adopt them.** This process would be facilitated by groundwork laid in advance to create awareness of and to formalize this process so that all parties are prepared to expect and quickly implement new data standards as needed. Such a process could be linked to the negotiation of data sharing protocols or the IHR. Governments, multilaterals, and donors could contractually enforce the adoption of those standards in software and data analysis related to the response.

- **Assess and strengthen national health information systems,** with a particular focus on interoperable, country-level digital information systems.

- **Establish toll-free URLs that allow health workers and other emergency responders to access certain websites or IP addresses.** For example, the website domain for the national HIS (such as DHIS2) could be toll-free, allowing clinics and health workers to access the site even without data credit on their phones. Alternatively, an ODK server could be toll-free, allowing enumerators to continue to submit data and download new forms regardless of the data available on their phones. These sites could be reverse billed and paid for via a central body such as a ministry of health.

- **Confer upon an established national digital health committee or technical working group a special role to advise on implementing a national digital health strategy in emergencies,** and update it as needed.

- **In an emergency, conduct country-level rapid assessments of available digital platforms and identify those that should serve as primary tools to support the response.** Ensure these are widely available to responders, together with guidelines and supporting standard operating procedures guiding digital platform use.
► **Develop or adapt existing standards related to unique identifiers for an emergency outbreak.** The lack of robust unique identifiers for patients represented a significant hindrance to data integration across data sets and systems. Having pre-negotiated guidance in establishing unique identifiers could have mitigated this problem.

► **Integrate “disease surveillance and reporting” data and systems with national health information systems** so that disease outbreak data can be readily collected alongside and compared to routine health data.

► In routine and outbreak disease surveillance reporting, **ensure that missing data are reported as missing and not as zero cases.** In the early stages of the outbreak in Liberia, some counties were unable to report their cases. These were counted as zero cases, leading to fluctuations in case data reporting.19

► **In building new health information systems, adapting existing systems, and linking existing systems, support and leverage global public goods** (including open and reusable frameworks, processes, systems, and tools) to minimize duplication of effort and wasted resources.

► **Support revisions to the IHR to expand WHO Member State required reporting to facilitate infectious disease data sharing.**20 Specifically, global notification of domestic disease outbreaks should be expanded from those for the plague, cholera, and yellow fever to a more comprehensive list of infectious diseases of importance to international public health, such as Ebola. Notifications of disease outbreaks should be routinely published in a format that is machine readable and available to the public.

► **Develop country-specific emergency outbreak protocols**, including the use of digital technologies. These protocols should identify existing forms and platforms, outline standard operating procedures, and make them available for use by responders.
RECOMMENDATION: Advance the ethical and responsible use of data and digital technology.

RATIONALE: Promote good data practices, including establishing protocols that protect individuals’ privacy and security, including for vulnerable populations

SUGGESTIONS FOR OPERATIONALIZATION

► Develop processes and protocols that respect individual data privacy and facilitate data sharing. Integrate privacy risk and ethical analysis into processes for aligning data collection and use from the beginning.

► Promote policies that encourage responsible data sharing and ownership for different types of response data, and the circumstances under which special processes would apply.

► Adapt policies and processes to include risk and benefit analysis for sharing different types of data (e.g., data owned by an MNO versus a government versus an NGO) among actors in an emergency.21

► Invest in resources for and capacity building to enable responsible collection, use, and management of data, including the necessary information security tools, policies, and human resources. (See recommendations above related to “Institutional Capacity” and “Workforce Capacity.”)

► Negotiate a protocol to share case data, with full protection of personally identifiable information, to pre-approved actors (e.g., academics, response agencies) in order facilitate disease modeling upon declaration of a PHEIC.

► Develop a methodology to assess risks and benefits of data use (collecting, storing, managing, sharing) in emergencies that could be tailored by emergency type (conflict, natural disaster, health emergency).
Advance Data “Infostructure” and Standards

The response demonstrated a direct correlation between strong and interoperable information systems, and the ability to deliver a targeted and sustainable response. A proliferation of platforms for data management and use—many of which could not easily be linked to or used with other platforms—fragmented a unified picture of health and humanitarian needs. Greater awareness of, attention to, and investments in interoperability, including both through technical and standards development, is critical to unlocking the full value of digitized data flows.

**RECOMMENDATION:** Agree upon and support the broad uptake of common data standards.

**RATIONALE:** Enable effective sharing of data across sectors, systems, and silos.

**SUGGESTIONS FOR OPERATIONALIZATION**

- Understand common barriers to paper-based data and information flows, since these are likely to impact digital information and data flows as well.
- **Support the mapping of public infrastructure**, such as hospitals, clinics, or schools. Include these maps as part of the “common operational datasets” that are available to response actors at the beginning of an emergency situation.
- Integrate GIS into preparedness protocols related to data standardization and data collection.
- Collect only what is needed. In adopting digitized data collection and use, the types of data collected should first match the information needs of those collecting and using the data.
- Identify and agree upon data standards, including harmonized disease case definitions and reporting formats in preparation for potential future outbreaks. This will help to decrease confusion among responders, facilitate data aggregation over the course of an outbreak, and minimize the data burden on frontline responders. Where these data standards have not yet been agreed upon, see the recommendation regarding the creation of emergency data standards.
- Convene discussions about data standards that cut across sector silos (e.g., health, WASH, education, logistics) and skill sets (e.g., technologists/developers, operational humanitarians, development practitioners, researchers). Such discussions could eliminate some issues that arose from non-aligned data standards and interoperability challenges.
- **In advance of or at the outset of an emergency, gather relevant stakeholders to develop minimum data collection standards**, particularly in the early phases of the emergency. Defining the minimum viable product and baseline data, including definitions and standards for data collection, can minimize the

“In the early phases of the response, operational responders needed fast and shallow but broad operational data combined with statistically relevant sentinel site data for epidemiological purposes. We tried to get both all of the time and got neither. A more rationalized approach would be to design an information strategy based on minimal indicators for action and invest in key places for deeper information.” 22

112
data burden and help increase the likelihood that data collected are of higher quality (due to reduced competing demands for data collection) and of the broadest possible utility to response and other actors.

- Governments and multilateral partners in this space should strongly encourage and, ideally, contractually require funded organizations to adopt and implement harmonized data standards for both paper and digital technology-based systems.

- Data sharing and use agreements for intra- and international exchange (such as between and among national governments and international agencies) should be automatically triggered with the declaration of a Public Health Emergency of International Concern or a Level-3 Emergency.

- Contribute to periodic reports documenting the maturity of digital and information systems, such as the ITU’s annual eHealth survey or the Demographic and Health Survey program, to enable continuously updated indexing of the capability and reach of country-level “infostructure.”

**RECOMMENDATION:** Build processes that work toward openness and interoperability.

**RATIONALE:** Reduce fragmentation and duplication related to data and ICT to maximize investments and to ensure maximum value of data.

**SUGGESTIONS FOR OPERATIONALIZATION**

- To enable open sharing and to facilitate re-use of data, ensure published data are machine readable. If data are published in a non-machine-readable format, such as many PDF documents, release the same data simultaneously in a machine-readable format such as .csv-compatible spreadsheets.

- Identify, modify, and implement policies that support sharing of line-list case data or machine-readable data, ideally by default.

- When creating new data policies or practices, build on existing international standards.

- For datasets relevant to emergency response, use HXL as a starting point for terminology and taxonomies to enable data sharing. To institutionalize its use, donors could require its adoption as part of standard data collection in grants and contracts for emergency operations. HXL was developed collaboratively by and for humanitarians to simplify the aggregation of diverse datasets. The HXL hashtag-based approach is broadly relevant and should be expanded for use across other sectors and datasets.

- Set up an easily accessible website for standardized forms (with version numbers) and key messages.

- Data standards must proactively address the question of who “owns” data, and not only the products that result from use or analysis of data (e.g., research papers or reports).

- Publish data early and often, enabling others to cross-check and confirm data (e.g., in the case of GIS locations of health facilities).
“Technology must be interoperable and future-focused. Experience indicates that interoperability between systems is critical. Increased use of Application Program Interfaces (APIs) is needed to connect systems (it’s not about seeking to create one large system at a country level); sustainable solutions are not tied to quickly obsolete technologies. For example, the technology underpinning future health systems must be able to cope with the innovation that new phones and other mobile devices enable. This approach requires thinking about the underpinning ‘infostructure’ where there is less emphasis on sharing specific data and more on connecting the systems that support data to be shared.”

Increase Coordination of Digital Health Investments

To date, disparate interest groups have driven digital health platforms and strategies to meet their own needs rather than approaching investments from a systems-level perspective. To derive the greatest possible value from investments in digital systems, more unified and structured funding approaches are needed.

**RECOMMENDATION**: Encourage coordinated and sustained investments in interoperable data and data systems or platforms.

**RATIONALE**: Minimize duplication of efforts and funding and co-invest to achieve scale.

**SUGGESTIONS FOR OPERATIONALIZATION**

- **Prioritize investments in interoperable platforms and systems** to increase the ability of country governments and other actors to readily compare and share data that originate from difference sources.

- **Build upon existing open, adaptable processes, standards, tools, and platforms, whenever possible**. Particularly during emergencies, the most useful innovations frequently are those that make incremental changes to existing tools, processes, and operations. Where broader changes and breakthrough innovations do occur in a crisis response, often they grow to be implemented at scale only during the recovery phase of the response or thereafter.

- **Invest in digital health knowledge-sharing systems, tools, and processes that can be accessed by a variety of global health, humanitarian, and development partners**. This could include repositories of commonly used, open source tools, maturity indexes of national digital health ecosystems, documentation of processes and planning, decision-support tools (such as checklists), guiding policies, and frameworks, such as enterprise architecture frameworks that can bring greater coherence to the proliferation of platforms and tools in use in many countries.

- **Invest in and provide other needed support to intra- and inter-donor coordination around digital health technologies** to promote aligned policies and actions, such as through technical
working groups within donor organizations and among donors, as in the example of Health Data Collaborative’s Digital Health and Interoperability Working Group.27

- **Create funding mechanisms and models that enable co-funding among donors and both build and sustain digital health commons** so that related platforms, systems, frameworks, and tools are more sustainable than the current program, sector, and/or disease vertical-oriented funding streams may allow.

- **Create review boards for spending on digital health through collaborative funding mechanisms** to provide input, feedback, and guidance on digital health investments and deployments. Members might include representation from donors, governments, technical experts, and civil society groups who together offer cross-sector insights.

- **Support more collaborative, participatory design and investment, and build processes in donor-funded development work** to reduce parallel investments, such as through co-design among local and global development partners, and mechanisms that enable pooling of financial resources and technical expertise.

- **Ensure that funded efforts build on national systems, reuse existing tools, and align with emergent local standards whenever possible.**

- **Encourage sustained donor coordination** around the use of data and data systems and platforms, not to support a single system but to build in policies and processes that work toward openness and interoperability and reduce fragmentation and duplication related to ICT.

- **Integrate explicit guidance that adheres to established best practice, such as the Principles for Digital Development,**28 in requests for proposals and other development funding application processes. In the reviewing proposals, award technical points to proposals that adhere to best practice.
Understand and Use Digital Technologies in Context

Use digital technologies appropriately in context. Oftentimes this may mean using digital technologies alongside voice, paper-based, or analog channels. It always means using digital in a manner that is appropriate given the local sociocultural environment and end-user needs.

**RECOMMENDATION:** Consider the use environment, including the physical, digital infrastructure, sociocultural, and psychosocial context, in designing and deploying digital technologies.

**RATIONALE:** Ensure digital technologies are used in a manner that is relevant, appropriate, ethical, and efficient.

**SUGGESTIONS FOR OPERATIONALIZATION**

- Incorporate human-centered design processes into the deployment of digital technologies in humanitarian and development contexts, to ensure that the technology is accessible and any data and information it relays are appropriate to the context.

- **Consider rates of literacy, phone ownership, and access to power** among intended audiences when designing digital information programming, including SMS-based communications. (See related baseline ICT assessment recommendation.)

- **Use hybrid communication approaches** (e.g., digital in combination with print, radio, television) that reflect and are appropriate to the country and cultural context, in a way that reinforces messages across multiple channels.

- **When using digital approaches, ensure that they work in both online and offline environments,** such as the use of mobile data collection programs that automatically sync data collected in offline environments once reconnected to wifi or a mobile signal.

- **When using mobile applications that require phone numbers,** such as mHero or uReport, incorporate a process to regularly update users’ phone numbers.

- **When developing digital systems, consider barriers to paper-based information flows** (e.g., lack of roads, rainy season) since they are likely to impact digitized data and information flows as well.

- In designing digitally-supported programs, draw on available information about consumer use patterns, literacy, and numeracy. Design digital programs with the understanding that digital tools are not a panacea and reflect the information environment in which they are used.

- **When building data collection systems, design with a degree of flexibility** to enable adaptation based upon circumstances and the specific requirements of a particular outbreak.

- **Analyze what national systems are in place to handle information and data,** and what capacity exists to act on it. Understand the capacity and limitations of the existing digital ecosystem and design digital programming accordingly.
Whether using digital or paper-based tools, frame messaging according to the local cultural context and leverage existing trust networks to maximize impact. It is important not to forget empathy in developing messaging, especially when sent through digital channels.

Employ digital technologies to support psychosocial needs where face-to-face contact is not possible. In a number of circumstances, organizations operating treatment centers facilitated digital connections (e.g., Skype or video-conferencing) between family members who were unable to meet face to face. These virtual connections helped to address the emotional needs of patients.

In building new digital technology systems, adapting existing systems, and linking existing systems, support and leverage global public goods (including open and reusable frameworks, processes, systems, and tools) to minimize duplication of effort and wasted resources.
Employ Feedback Loops and Adaptive Programming\textsuperscript{29}

Where digital technologies are used they introduce an opportunity to leverage real-time or near real-time insights to support decision-making. The Principles for Digital Development, reflecting broader trends within both the humanitarian and development sectors, call for “data-driven development” or “evidence-based decision making” that designs projects so that evidence can be measured at key milestones to evaluate impact, and uses the availability of timely data to inform agile management decisions at all levels.\textsuperscript{30}

**RECOMMENDATION:** Use feedback loops in the full lifecycle of aid conceptualization, from design and delivery to monitoring and evaluation.

**RATIONALE:** Increase the effectiveness of programming and improve humanitarian and development outcomes.

**SUGGESTIONS FOR OPERATIONALIZATION**

- **Treat information and information sharing as an essential activity in an emergency response,** as pivotal as providing food, water, or shelter in emergency response, recovery, and in long-term resilience planning. This requires ensuring affected communities have regular access to vital and up-to-date information about the crisis and response, conveyed in culturally relevant and appropriate formats, from the beginning of an emergency.

- **Design programs to create bidirectional feedback loops from the outset.** Digital data flows can support bidirectional communications and feedback loops. By providing data collectors with the assurance that the data they collect will be returned to them with contextualized information that can support informed decision-making at the point of data origin, these digitized, bidirectional feedback loops can help to create incentives for regular and high quality data collection. Feedback loops also promote accountability and generate new insights, such as in data and information flows both "up" and "down" between government ministries and their remote workforce, and/or between local communities and response organizations.

- **Use digital data flows to support a plurality of communications and feedback between responders,** such as those among peer groups or health workers from across the range of response actors. Such communications can support a variety of functions, including community needs and actions, routine disease surveillance, and health information systems strengthening.

- **Design and implement flexible programs that allow faster feedback and proactive iteration throughout the program cycle.**
CALL TO ACTION

Significant reforms are needed to unlock the full potential of data, information, and digital technologies to strengthen global health and humanitarian assistance. Acting on the lessons of the Ebola outbreak response suggests that health and humanitarian actors must:

- Recognize and identify information as a valuable commodity for preparedness, response, and resilience
- Invest in the infrastructure required for digital connectivity, as elements of preparedness, response, and resilience
- Invest in workforce and institutional capacity, and in the enabling policy and regulatory environments to enable and capture the full value of real-time, or near real-time, information flows
- Advance harmonized data standards and interoperability guidelines and practice to enable data systems to “speak to” one another
- Coordinate investments in digital health programs to avoid duplication and fragmentation
- Build capacity to design and deliver digitally supported programs in a way that adheres to best practice, such as that embodied in the Principles for Digital Development (e.g., design with the user, understand the ecosystem, build for sustainability)\(^1\)
- Leverage the lowered barriers of access to communications to more regularly engage nontraditional actors, such as citizens, frontline workers, and remote responders, in health and aid programming design, delivery, and evaluation
- Use real-time or near-real time data and information flows to incorporate feedback and insights from localized data collection to adapt and improve programming and to create the opportunity to devolve decision-making to the point of data collection

Strengthened data and information flows present an opportunity to redefine the future of health and humanitarian aid programming. Although the potential this transformation represents is tremendous, it only can be achieved if a vision for change is accompanied by a plan for implementation. The recommendations in this report aim to help chart a path toward achieving this vision, by capturing learning from and suggesting practical steps to implement the lessons of the Ebola response. This will be critical for continued recovery efforts, and, importantly, to support the longer term systems strengthening that is necessary to build resilience to future crises.
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Executive Summary

1. “Fog of information” is a variation of the term “fog of war,” first attributed to the Prussian military strategist Carl von Clausewitz and more recently popularized in the documentary film of that title that explored the difficulties of decision-making in the midst of conflict, when full situational awareness is often absent. We adopt this term, which several interviewees used, to describe the lack of timely, accurate, and accessible data, which clouded situational awareness, impeded effective decision-making, and stymied the response.
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62. Interview with Sarah Telford, January 2015. This case study is compiled from interviews with Telford in January and September 2015, and with David Megginson, also with HDX, in February 2015.

63. Interview with USG official, February 2015.
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**Recommendations**

1. An article published in the Public Library of Science (PloS) highlights the need for ICT in Ebola case surveillance, including case investigation, management, and strategic planning, and the use of open software (ODK and FormHub) in the Nigerian outbreak. The authors conclude: “A remarkable improvement was recorded in the reporting of daily follow-up of contacts after the deployment of the integrated real time technology.” Daniel Tom-Abä et al., “Innovative Technological Approach to Ebola Virus Disease Outbreak Response in Nigeria Using the Open Data Kit and Form Hub Technology” PLoS One. 2015; 10(6): e0131000. Published online 2015 Jun 26. doi: [10.1371/journal.pone.0131000](http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4482726/).

2. Here we refer to nodes and networks as in the sense of social network analysis, which maps, measures, and analyzes the patterns of information flows between people or groups.

3. Analyzing the role of digital technologies in providing varying levels of complexity and directionality in communications within and between various actor groups is not new. The 2009 report New Technologies in Emergencies and Conflicts notes, “The report also makes distinctions in terms of the format of the communications. While the underlying communications technology may be radio, mobile, or internet, it is useful to note. how the information is conveyed, whether: one-to-many (broadcast--radio, television, web, mobile applications (apps) and services, short message service (SMS) broadcast); one-to-one (mobile voice and SMS); or many-to-many, such as social networks (online or mobile internet, mapping, and crowdsourcing).” Diane Coyle and Patrick Meier. New Technologies in Emergencies and Conflicts, 6.


9. Email correspondence with NGO official, October 2016.

10. Interview with NGO official, January 2015.


12. An example of such a partnership is that announced in September 2016 among the Government of Liberia, Google,

13. The regulatory environment plays an important role in facilitating these incentives, especially in terms of mobile base stations policies, extending fiber access, and regulating spectrum to facilitate rural access to Internet and broadband services.


17. The Senior Executive Service is a cadre of government positions below top presidential appointees who “possess well-honed executive skills” and are remunerated at rates of pay that tend to be higher than other federal government service employees. For more information, see https://www.opm.gov/policy-data-oversight/senior-executive-service/.


22. Correspondence with USG official, July 2016.


24. For example, the International Organization for Standardization (ISO) has developed internationally recognized standards for everything from risk management and occupational safety, to country codes and medical devices: http://www.iso.org/iso/home.html. Also the International Aid Transparency Initiative standards on aid spending (http://www.aidtransparency.net/).


28. For more information see http://www.digitalprinciples.org.

29. See https://www.globalinnovationexchange.org/learning-adapt.
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ABOUT USAID AND THE EBOLA RESPONSE

The U.S. government (USG) support for the Ebola outbreak response was led by the U.S. Agency for International Development in close coordination with a number of U.S. agencies, including the Department of State, Department of Defense, and multiple arms of the Department of Health and Human Services, including the Centers for Disease Control and Prevention, the National Institutes of Health, and the U.S. Public Health Service Commissioned Corps. In total, the USG provided $2,594,884,810 (combined USAID, Department of Defense, and CDC funding) for the Ebola outbreak response in fiscal years 2014-2016.1

THE U.S. AGENCY FOR INTERNATIONAL DEVELOPMENT (USAID)

USAID is the lead U.S. government agency for international development. USAID’s mission is partnering to end extreme poverty and promote resilient, democratic societies while advancing U.S. security and prosperity. This study was commissioned by the U.S. Global Development Lab within USAID, in close collaboration with other USAID teams, including the Global Health Bureau, the Office of U.S. Foreign Disaster Assistance and the Africa Bureau, each of which played an important role in USAID’s Ebola response and recovery efforts, as described below.

The Office of U.S. Foreign Disaster Assistance

The Office of U.S. Foreign Disaster Assistance (OFDA) within USAID is responsible for leading and coordinating the U.S. government’s response to disasters overseas. OFDA responds to an average of 65 disasters in more than 50 countries every year to ensure aid reaches people affected by humanitarian crises, such as earthquakes, volcanoes, floods, drought, conflict, and major public health epidemics. As the lead USG office for the response, OFDA deployed a field-based Disaster Assistance Response Team (DART) on August 5, 2014, and established a corresponding Response Management Team (RMT) based in Washington, DC. The DART—including disaster response and medical experts from USAID, CDC, and other USG agencies—identified key needs stemming from the Ebola outbreak, amplified humanitarian response efforts, and coordinated all USG efforts to support the Ebola response. Seventeen months later, and following a steady decrease in Ebola cases, the DART and RMT demobilized on January 4, 2016. As of the time of publication, USAID/OFDA staff have remained in the region to ensure continued capacity to respond to new Ebola cases and facilitate the transition from relief to recovery.

Africa Ebola Unit

In March 2015, USAID established the Africa Ebola Unit (AEU) to lead Ebola Recovery efforts within USAID and to coordinate closely with the Africa Bureau to succeed the Ebola Task Force and Secretariat—the initial coordinating entity for the response and recovery within USAID—which closed in May 2015. Like the Task Force that preceded it, the AEU was charged with overseeing coordination of Ebola-related activities within USAID, across the USG inter-agency, and with the wider international community. In
addition, the AEU worked with other USAID units to provide support to USAID Missions and implement a robust set of development programs designed to address the secondary impacts of the outbreak and ensure that Guinea, Sierra Leone, Liberia, and other countries in the region would be prepared to effectively prevent, detect, and respond to future outbreaks. USAID’s Ebola recovery activities fall into the following categories:

- **Food Security:** Using a market-based approach to support households, communities, and agricultural markets to recover from the food security impacts of Ebola.

- **Critical Non-Ebola Health Services:** Ensuring that health facilities are restored and fully functioning to provide basic health services, including immunization, maternal and child health, and water and sanitation.

- **Health Systems Recovery:** Restarting and helping to rebuild health systems so they are better prepared to respond appropriately and adequately to future public health crises by institutionalizing infection prevention and control practices, rebuilding communities’ trust in the health care system, and strengthening supply chain management, health governance and management, human resources, and health financing.

- **Governance and Economic Crisis Mitigation:** Strengthening host governments’ ability to provide needed services, attract private sector investment in local economies, and empower civil society.

- **Innovation, Technology, and Partnerships:** Seeking to extend the impact and sustainability of USAID’s Ebola recovery programs through collaboration with private sector partners; sourcing innovations from a global community of solvers to address the most intractable challenges of the response; and working closely with governments and partners to address the breakdown in communications infrastructure and health information systems that contributed to weaknesses in health systems and hampered the response.

- **Global Health Security:** Strengthening infectious disease prevention, detection, and response measures in affected countries, including strengthening health institutions and personnel, building emergency management response capacity, and expanding surveillance and laboratory systems.

- **Ebola Transmission Prevention and Survivor Support:** Facilitating the provision of Ebola transmission prevention and survivor support in the three Ebola-affected countries, such as by supporting survivor research, programs to manage and assess viral persistence among survivors, and basic primary care and specialized medical services for survivors.

As of September 30, 2016, the AEU’s responsibilities were transferred to the Africa Bureau’s Office of West African Affairs, which will continue the oversight role for implementation of Ebola recovery activities in the field, and coordination across the Agency with bureaus and independent offices involved in Ebola recovery activities.
Global Health Bureau

The USAID Global Health (GH) Bureau response and recovery activities included partnerships with host country governments and international actors like the WHO, and strategic investments to rebuild health systems to make them resilient to future shocks. The latter includes: strengthening commodity and supply chains; improving management and local governance of the health sector; improving the use of digital technologies and health information; and creating sustainable solutions for a qualified health workforce.

In addition, the Global Health Bureau’s Center for Accelerating Innovation and Impact (CII), led the “Fighting Ebola: A Grand Challenge for Development,” which invited innovators from around the world to submit ideas focused on improving the tools used by health workers in the fight against Ebola in West Africa. Launched by President Barack Obama, and in partnership with the White House Office of Science and Technology Policy, the CDC, and the U.S. Department of Defense, this $8.9 million Challenge identified breakthrough innovations that addressed specific barriers faced by those on the frontlines of the Ebola epidemic. From over 1,500 ideas submitted from around the world, USG experts and international partners selected 14 promising innovations, identified for their potential to reinforce the response to the current Ebola outbreak as well as future epidemics. The selected innovations fell into six categories: suits and protective layers, health care worker tools (including Commcare and mHero) reimagined health care settings, decontaminants, behavior change, and information communication technology.

The U.S. Global Development Lab

The U.S. Global Development Lab (Lab) serves as an innovation hub at USAID. It has a dual mission to produce breakthrough development innovations by sourcing, testing, and scaling proven solutions to reach hundreds of millions of people, and to accelerate the transformation of the development enterprise by opening development to people everywhere with good ideas, promoting new and deepening existing partnerships, bringing data and evidence to bear, and harnessing scientific and technological advances. The Lab supported USAID’s Ebola recovery efforts in a variety of ways, including programs designed to expand communications infrastructure, strengthen health information systems, and increase the use of digital tools that support health care workers and leaders in the region. USAID-supported HIS programs have assisted Guinea, Liberia, and Sierra Leone with improved data collection and decision-making, increasing their ability to detect and respond to future health security threats in a data-driven way.

Read more about USAID and Ebola Recovery work at https://www.usaid.gov/ebola
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AAAS: American Association for the Advancement of Science
API: Application Programming Interface
App: Application
BGAN: Broadband Global Area Network
CDC: Centers for Disease Control and Prevention (USA)
CDR: Call-Detail Record
CIF: Case Investigation Form
CLEA: Community-Led Ebola Action (Sierra Leone)
COD: Common Operational Dataset
DERC: District Ebola Response Center (Sierra Leone)
DDCS: Digital Data Collection System
DFID: Department for International Development (UK)
DHIS2: District Health Information Software (Liberia)
DHN: Digital Humanitarian Network

Digital Health: Digital health is the use of any digital technologies to enable better collection and use of data, improved quality and reach of health service delivery, and better decision-making by governments, health workers and individuals. When used in accordance with best practice, such as that embodied in the Principles for Digital Development, digital health can help governments better understand and respond to public health needs, and empower individuals to make better choices to improve quality of life for themselves and their families. Digital health comprises the domains of eHealth and mHealth, and includes the adaptation, use, and support of digital technologies including wireless technologies (e.g., cellular, GPS, wifi, Bluetooth), mobile devices (e.g., mobile phones, tablets, laptops, SIM-enabled devices, “smart” medical devices), sensors and embedded technologies (i.e. the Internet of things), as well as fixed digital devices, equipment, and infrastructure (e.g., desktops, servers, fixed broadband)

DPKO: Department of Peacekeeping Operations (UN)
DPS: Direction Préfectorale de la Santé (Guinea)
DSO: District Surveillance Officer
ECAP: Ebola Community Action Platform (Liberia)
ECOWAS: Economic Community of West African States
EOC: Emergency Operations Center
EpInfo: Software for public health practitioners and researchers used for disease outbreak investigations and surveillance
ERCI: Ebola Response Connectivity Initiative
ETC: Ebola Treatment Center
ETU: Ebola Treatment Unit
EVD: Ebola Virus Disease
FLY: Federations of Liberian Youth
GBI: Global Broadband and Innovations Alliance
GFDRR: Global Facility for Disaster Reduction and Recovery (World Bank)
GIS: Geographic Information System
GPS: Global Positioning System
GSMA: Global System for Mobile Communications Association
HDX: Humanitarian Data Exchange (UN)
HIS: Health Information System. A national HIS is designed to provide information support at all levels of a health system (e.g., patient, community, facility, district/county, national). It includes population-level data as well as facility and community data, such as service or administrative records about health workers, logistics, and financial records.

HMIS: Health Management Information System. An HMIS refers to a subset of the HIS, specifically focused on aggregate service delivery records, such as number of pregnant women receiving antenatal care, malaria cases, etc.

HXL: Humanitarian Exchange Language

ICT: Information and Communications Technology

IDSR: Integrated Disease Surveillance and Response

iHRIS: Integrated Human Resources Information Solutions

IM/GIS: Information Management/Geographic Information System

IMS: incident Management System (Liberia)

IHR: International Health Regulations

IOM: International Organization for Migration

IP: Internet Protocol is a numerical label assigned to each computer device on a network.

ITU: International Telecommunications Union (UN)

KAP: Knowledge, Attitudes, and Practices

Level 3 Emergency: A “Level 3” emergency is the UN classification for the largest and most severe crises, a designation that triggers the deployment of surge staff and dedicated leadership

mHero: Mobile Health Worker Electronic Response and Outreach System

MOH: Ministry of Health

MMS: Multimedia Messaging Service

MMWR: Morbidity and Mortality Weekly Report (CDC publication)

MNO: Mobile Network Operator

MSF: Médecins Sans Frontières (also known as Doctors without Borders)

mSTAR: Mobile Solutions Technical Assistance and Research

NERC: National Ebola Response Committee (Sierra Leone)

NGO: Nongovernmental Organization

OCHA: Office for the Coordination of Humanitarian Affairs (UN)

ODK: Open Data Kit

OFDA: Office of U.S. Foreign Disaster Assistance (USAID)

OpenHIE: Open Health Information Exchange

OpenMRS: Open Medical Records System

P-code: A unique geographic identifier code for place names

PHEIC: Public Health Emergency of International Concern

PII: Personally Identifiable Information

PPE: Personal Protective Equipment

PSI: Population Services International (USA)

SDB: Safe and Dignified Burial

Short code: a shortened telephone number used to address Multiple Messaging Service (MMS) and Short Message Service (SMS) messages, for which charges can be reversed

SIM: Subscriber Identity Module

SitReps: Situation Reports

SMAC: Social Mobilization Action Consortium (Sierra Leone)

SMS: Short Message Service

UI: Unique Identifier
**UNFPA**: United Nations Population Fund (UN)

**UNICEF**: United Nations Children’s Fund (UN)

**UNMEER**: United Nations Management of Ebola Emergency Response (UN)

**URL**: Uniform Resource Locator is a reference to an Internet location or website

**USAID**: United States Agency for International Development (USA)

**VHF**: Viral Hemorrhagic Fever

**VHF/EpiInfo**: Viral Hemorrhagic Fever module of EpiInfo

**VSAT**: Very Small Aperture Terminal

**WAHO**: West African Health Organization

**WASH**: Water, Sanitation, and Hygiene

**WFP**: World Food Program (UN)

**WHO**: World Health Organization (UN)

**Wifi**: Any wireless local area network
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